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#### Abstract

Event-B is a notation and method for discrete systems modelling by refinement. We introduce a small but very useful construction: qualitative probabilistic choice. It extends the expressiveness of Event-B allowing us to prove properties of systems that could not be formalised in Event-B before. We demonstrate this by means of a small example, part of a larger Event-B development that could not be fully proved before. An important feature of the introduced construction is that it does not complicate the existing Event-B notation or method, and can be explained without referring to the underlying more complicated probabilistic theory. The necessary theory [17] itself is briefly outlined in this article to justify the soundness of the proof obligations given. We also give a short account of alternative constructions that we explored, and rejected.


## 1 Introduction

We consider modelling of software systems and more generally of complex systems to be an important development phase. We also believe that more complex models can only be written when the method of stepwise refinement [9] is used. Formal notation is indispensable in such a modelling activity. It provides the foundation on which building models can be carried out. Simply writing a formal text is insufficient, though, to achieve a model of high quality. The only serious way to analyse a model is to reason about it, proving in a mathematically rigorous way that all required properties are satisfied.

Event-B [7] is a formalism and method for discrete systems modelling. It has been developed from the B-Method [1] using many ideas of Action Systems [8]. The semantics of an Event-B model is characterised by proof obligations. In fact, proof obligations have a two-fold purpose. On the one hand, they show that a model is sound with respect to some behavioural semantics. On the other hand, they serve to verify properties of the model. This goes so far that we only focus on the proof obligations and do not present a behavioural semantics at all. This approach permits us to use the same proof obligations for very different modelling domains, e.g., reactive, distributed and concurrent systems

[^0][5], sequential programs [3], electronic circuits [11], or mixed designs [2], not being constrained to semantics tailored to a particular domain. Event-B is a calculus for modelling that is independent of the various models of computation.

The standard reasoning in Event-B is based on (demonic) nondeterminism which is usually sufficient for systems modelling. However, some system behaviours are more appropriately modelled probabilistically. Event-B is extensible, that is, it can be extended when more expressiveness is needed. In this article, we focus on extending Event-B with means for qualitative modelling of probability. This extension grew out of the need for "almost-certain termination" properties used in some communication protocols, e.g. [5]. We use it to demonstrate how Event-B can be extended and discuss what problems we encountered. The extension has been made so that the impact on the notation is minimal, and the resulting proof obligations are as simple as possible. We also discuss some alternatives that may appear attractive to achieve convenient notation: they would lead, however, to more complicated proof obligations. We consider this a serious drawback because we think reasoning is the main purpose of modelling.

Some probabilistic models can only be expressed in terms of numerical measures, e.g., certain reliability problems [20, Chapter 4.4], or performance problems [12]. Yet, there is also a large class of problems where the exact numerical measures are not of importance, e.g., when modelling communication protocols [15], or human behaviour [2]. When modelling these, stating exact probabilities would be over-specific: all we need is a termination property making use of a strong local fairness property associated with probabilistic choice [13]. In this article we restrict our attention to this qualitative aspect of probability.

In Event-B, simplicity and efficiency are favoured over completeness and generality $[7]$. Generality comes at the price of intricate reasoning and, in particular, much reduced possibilities for automated tool support [4]. The available theory [20] for probabilistic reasoning about models is very rich but associated with intricate reasoning. So, a probabilistic Event-B will have to use a simplified theory. Our requirements on probabilistic Event-B are threefold:
i. it should be simple, i.e., easy to understand;
ii. it should be useful, i.e, solve a commonly encountered class of problems; iii. and it should permit efficient tool support.

Simplicity of the notation is very important because an Event-B model is understood as a means of reasoning and communication: we must not have doubts about the meaning of a model. We also require that we have good reason for the extension: if we would not know of any problem that we could solve -only or better- by means of the extended method there would be little point in extending Event-B.

Overview The paper is structured as follows. In Section 2, we give an overview of the Event-B modeling notation, along with the proof obligations that give meanings to Event-B constructs. In Section 3, we consider a probabilistic extension of Event-B for almost-certain convergence. In particular, Section 3.1 discusses the
necessary additions to the notation and the proof obligations in order to accommodate the extension, and in Section 3.2, we consider the rejected alternatives. An example of a communication protocol is given in Section 4 to illustrate our approach. In Section 5, we give justifications of our proof obligations. Finally, a summary and some conclusions are presented in Sections 6.

## 2 The Event-B Modelling Notation

Event-B [7], unlike classical B [1], does not have a fixed syntax. Instead, it is a collection of modelling elements that are stored in a repository. Still, we present the basic notation for Event-B using some syntax. We proceed like this to improve legibility and help the reader remembering the different constructs of Event-B. The syntax should be understood as a convention for presenting Event-B models in textual form rather than defining a language.

Event-B models are described in terms of the two basic constructs: contexts and machines. Contexts contain the static part of a model whereas machines contain the dynamic part. Contexts may contain carrier sets, constants, axioms, where carrier sets are similar to types [7]. In this article, we simply assume that there is some context and do not mention it explicitly. Machines are presented in Section 2.1, and machine refinement in Section 2.2.

### 2.1 Machines

Machines provide behavioural properties of Event-B models. Machines may contain variables, invariants, theorems, events, and variants. Variables $v$ define the state of a machine. They are constrained by invariants $I(v)$. Possible state changes are described by means of events. Each event is composed of a guard $G(t, v)$ and an action $S(t, v)$, where $t$ are local variables the event may contain. The guard states the necessary condition under which an event may occur, and the action describes how the state variables evolve when the event occurs. An event can be represented by the term

$$
\begin{equation*}
\text { any } t \text { where } G(t, v) \text { then } S(t, v) \text { end . } \tag{1}
\end{equation*}
$$

The short form

$$
\begin{equation*}
\text { when } G(v) \text { then } S(v) \text { end } \tag{2}
\end{equation*}
$$

is used if event $e$ does not have local variables, and the form

$$
\begin{equation*}
\text { begin } S(v) \text { end } \tag{3}
\end{equation*}
$$

if in addition the guard equals true. A dedicated event of the form (3) is used for initialisation. The action of an event is composed of several assignments of the form

$$
\begin{align*}
& x:=E(t, v)  \tag{4}\\
& x: \in E(t, v)  \tag{5}\\
& x: \mid Q\left(t, v, x^{\prime}\right), \tag{6}
\end{align*}
$$

where $x$ are some variables, $E(t, v)$ expressions, and $Q\left(t, v, x^{\prime}\right)$ a predicate. Assignment form (4) is deterministic, the other two forms are nondeterministic. Form (5) assigns $x$ to an element of a set, and form (6) assigns to $x$ a value satisfying a predicate. The effect of each assignments can also be described by a before-after predicate:

$$
\begin{align*}
B A(x:=E(t, v)) & \widehat{=} x^{\prime}=E(t, v)  \tag{7}\\
B A(x: \in E(t, v)) & \widehat{=} x^{\prime} \in E(t, v)  \tag{8}\\
B A\left(x: \mid Q\left(t, v, x^{\prime}\right)\right) & \widehat{=} Q\left(t, v, x^{\prime}\right) . \tag{9}
\end{align*}
$$

A before-after predicate describes the relationship between the state just before an assignment has occurred (represented by unprimed variable names $x$ ) and the state just after the assignment has occurred (represented by primed variable names $x^{\prime}$ ). All assignments of an action $S(t, v)$ occur simultaneously which is expressed by conjoining their before-after predicates, yielding a predicate $A\left(t, v, x^{\prime}\right)$. Variables $y$ that do not appear on the left-hand side of an assignment of an action are not changed by the action. Formally, this is achieved by conjoining $A\left(t, v, x^{\prime}\right)$ with $y^{\prime}=y$, yielding the before-after predicate of the action:

$$
\begin{equation*}
B A(S(t, v)) \quad \widehat{=} \quad A\left(t, v, x^{\prime}\right) \wedge y^{\prime}=y \tag{10}
\end{equation*}
$$

In proof obligations we represent the before-after predicate $B A(S(t, v))$ of an action $S(t, v)$ directly by the predicate

$$
\boldsymbol{S}\left(t, v, v^{\prime}\right)
$$

Proof obligations serve to verify certain properties of a machine. All proof obligations in this article are presented in the form of sequents: "antecedent" $\vdash$ "succedent".

For each event of a machine, feasibility must be proved:

$$
\begin{align*}
& I(v) \\
& \vdash G(t, v)  \tag{11}\\
&\left(\exists v^{\prime} \cdot \mathbf{S}\left(t, v, v^{\prime}\right)\right)
\end{align*} .
$$

By proving feasibility, we achieve that $\boldsymbol{S}\left(t, v, v^{\prime}\right)$ provides an after state whenever $G(t, v)$ holds. This means that the guard indeed represents the enabling condition of the event.

Invariants are supposed to hold whenever variable values change. Obviously, this does not hold a priori for any combination of events and invariants and, thus, needs to be proved. The corresponding proof obligation is called invariant preservation:

$$
\begin{align*}
& I(v) \\
& G(t, v) \\
& \vdash  \tag{12}\\
& \boldsymbol{S}\left(t, v, v^{\prime}\right) \\
& I\left(v^{\prime}\right) .
\end{align*}
$$

Similar proof obligations are associated with the initialisation event of a machine. The only difference is that the invariant does not appear in the antecedent of the proof obligations (11) and (12). For brevity, we do not treat initialisation differently from ordinary events of a machine. The required modifications of the concerned proof obligations are obvious.

### 2.2 Machine Refinement

Machine refinement provides a means to introduce more details about the dynamic properties of a model [7]. For more on the well-known theory of refinement, we refer to the Action System formalism that has inspired the development of Event-B [8]. We present some important proof obligations for machine refinement. As mentioned before, the user of Event-B is not presented with a behavioural model but only with proof obligations. The proof obligations describe the semantics of Event-B models.

A machine $C M$ can refine at most one other machine $A M$. We call $A M$ the abstract machine and $C M$ a concrete machine. The state of the abstract machine is related to the state of the concrete machine by a glueing invariant $J(v, w)$, where $v$ are the variables of the abstract machine and $w$ the variables of the concrete machine.

Each event $e a$ of the abstract machine is refined by one or more concrete events $e c$. Let abstract event $e a$ and concrete event $e c$ be:

$$
\begin{align*}
e a & \widehat{=} \text { any } t \text { where } G(t, v) \text { then } S(t, v) \text { end }  \tag{13}\\
e c & \widehat{=} \text { any } u \text { where } H(u, w) \text { then } T(u, w) \text { end } . \tag{14}
\end{align*}
$$

Somewhat simplified, we can say that ec refines $e a$ if the guard of $e c$ is stronger than the guard of $e a$, and the glueing invariant $J(v, w)$ establishes a simulation of $e c$ by $e a$ :

$$
\begin{align*}
& I(v) \\
& J(v, w) \\
& H(u, w)  \tag{15}\\
& \boldsymbol{T}\left(u, w, w^{\prime}\right) \\
& \left(\exists t, v^{\prime} \cdot G(t, v) \wedge \boldsymbol{S}\left(t, v, v^{\prime}\right) \wedge J\left(v^{\prime}, w^{\prime}\right)\right)
\end{align*}
$$

In the course of refinement, often new events ec are introduced into a model. New events must be proved to refine the implicit abstract event skip that does nothing. Moreover, it may be proved that new events do not collectively diverge by proving that a variant $V(w)$ is bounded below:

$$
\begin{align*}
& I(v) \\
& J(v, w) \\
& H(u, w)  \tag{16}\\
& V(w) \in \mathbb{N}
\end{align*}
$$

and is decreased by each new event. We refer to the corresponding proof obligation as progress:

$$
\begin{align*}
& I(v) \\
& J(v, w) \\
& H(u, w)  \tag{17}\\
& \boldsymbol{T}\left(u, w, w^{\prime}\right) \\
& V\left(w^{\prime}\right)<V(w)
\end{align*}
$$

where we assume that the variant is an integer expression. It can be more elaborate [7] but this is not relevant here. We call events that satisfy (16) and (17) convergent.

## 3 Qualitative Probabilistic Event-B

The purpose of qualitative probabilistic reasoning is to provide the concept of almost-certain convergence $[13,17]^{1}$. Similarly to $[13,17]$ qualitative probabilistic reasoning is introduced into Event-B by means of the qualitative probabilistic choice ${ }^{2}$ :

$$
S \oplus T
$$

where $S$ or $T$ are chosen with some positive probability (see Section 5 ). The probabilistic extension should not depart from the existing structure of EventB machines. Hence, we only consider introducing probabilistic choice in places where we already have nondeterministic choice. In Event-B nondeterministic choice appears in three places:
i. choice among different events;
ii. choice of local variables of events;
iii. nondeterministic assignments.

In each of these, we could also use probabilistic choice. We present our favoured solution based on iii. in Section 3.1, and discuss the alternatives based on i. and ii. in Section 3.2.

### 3.1 Almost Certain Convergence in Event-B

In this section, we introduce step by step the proof obligations for almost-certain convergence in Event-B. Although we treat probability on the level of assignments, we actually do not allow to mix probabilistic assignments and nondeterministic assignments in the same event. This saves us from having to define the meaning of their simultaneous joint effect. Hence, we say the action of an event is either probabilistic or nondeterministic. Still, for better readability, we

[^1]introduce some notation for qualitative probabilistic assignments corresponding to (6):
\[

$$
\begin{equation*}
x \oplus \mid Q\left(t, v, x^{\prime}\right) \tag{18}
\end{equation*}
$$

\]

With respect to invariant preservation a probabilistic action behaves identically to a nondeterministic action, i.e., demonically (see Section 5). However, it behaves angelically with respect to progress. We can rephrase the progress proof obligation (17) as follows:

$$
\begin{aligned}
& I(v) \\
& J(v, w) \\
& H(u, w) \\
& \left(\forall w^{\prime} \cdot \mathbf{T}\left(u, w, w^{\prime}\right) \Rightarrow V\left(w^{\prime}\right)<V(w)\right),
\end{aligned}
$$

i.e. the action must decrease the variant $V(w)$. The corresponding proof obligation for a new event with a probabilistic action follows from the angelic interpretation of the action. This means it may decrease the variant $V(w)$ :

$$
\begin{align*}
& I(v) \\
& J(v, w) \\
& H(u, w)  \tag{19}\\
& \vdash\left(\exists w^{\prime} \cdot \mathbf{T}\left(u, w, w^{\prime}\right) \wedge V\left(w^{\prime}\right)<V(w)\right) .
\end{align*}
$$

Note, that proof obligation (19) subsumes feasibility (11).
For convergence of an event, (16) and (17) are sufficient. For almost-certain convergence of an event, on the other hand, the corresponding proof obligations (16) and (19) are not sufficient. An upper bound $U(w)$ is required that dominates the variant $V(w)$ :

$$
\begin{align*}
& I(v) \\
& J(v, w) \\
& H(u, w)  \tag{20}\\
& V(w) \leq U(w)
\end{align*}
$$

for all new events.
Figure 1 shows the evolution of the variant $V(w)$ and the upper bound $U(w)$ in a concrete machine for a new nondeterministic event $n d$ and a new probabilistic event pr: event nd must decrease the variant $V(w)$ whereas $p r$ may decrease it. However, the possible variation of $V(w)$ by event $p r$ is limited below by the constant 0 -proved by means of (16)- and above by $U(w)$. The upper bound $U(w)$ itself is bound below by 0 as a consequence of (16) and (20). Given that $U(w)$ is constant or, at least, not increasing, this is sufficient for almost-certain convergence of $n d$ and $p r$. For all new events of the concrete machine we have to prove:

$$
\begin{align*}
& I(v) \\
& J(v, w) \\
& H(u, w)  \tag{21}\\
& \boldsymbol{T}\left(u, w, w^{\prime}\right) \\
& U\left(w^{\prime}\right) \leq U(w)
\end{align*}
$$



Fig. 1: Almost-certain convergence

Note, that proof obligation (21) is based on the demonic interpretation of the actions of all new events, i.e. all new events must not increase the upper bound. Hence, the following fact makes the difference to "certain" convergence: new events with probabilistic actions may decrease the variant but must not increase the upper bound.

The infimum probability associated with the probabilistic action $\boldsymbol{T}\left(u, w, w^{\prime}\right)$ must be greater than zero [17]. Using qualitative probabilistic assignment (18), we can only achieve this by requiring finiteness of the possible choices for $w^{\prime}$ of the probabilistic action $\mathbf{T}\left(u, w, w^{\prime}\right)$ :

$$
\begin{align*}
& I(v) \\
& J(v, w) \\
& H(u, w)  \tag{22}\\
& \vdash \\
& \text { finite }\left(\left\{w^{\prime} \mid \boldsymbol{T}\left(u, w, w^{\prime}\right)\right\}\right)
\end{align*}
$$

Events with probabilistic actions that satisfy (19) to (22) are called almostcertainly convergent. Note, that almost-certain convergence also imposes a proof obligation (21) on new nondeterministic events, and that if we have new events with nondeterministic actions and new events with probabilistic actions we prove their joined almost-certain convergence.

### 3.2 The Rejected Alternatives

In order to see the advantages of the approach to almost-certain convergence presented in the Section 3.1, we discuss the two alternatives: probabilistic choice among different events or probabilistic choice of local variables of events. We begin with the discussion with the latter.

It seems natural to introduce probabilistic choice at the level of local variables, say:
ec $\widehat{=}$ prob any $u$ where $H(u, w)$ then $T(u, w)$ end
However, treating probabilistic choice on this level would lead to unnecessarily complicated proof obligations while our aim is to keep them simple. In
particular, probabilistic progress proof obligations would be difficult compared to (19):

$$
\begin{align*}
& I(v) \\
& \vdash \stackrel{(v, w)}{ }  \tag{23}\\
&\left(\exists u \cdot H(u, w) \wedge\left(\forall w^{\prime} \cdot \boldsymbol{T}\left(u, w, w^{\prime}\right) \Rightarrow V\left(w^{\prime}\right)<V(w)\right)\right) .
\end{align*}
$$

We would have to think about two quantifiers, whereas in (19) only one existential quantification needs to be discarded.

Probabilistic choice among different events has been discussed in [19]. This approach does only require little modification to the Event-B notation. It requires the introduction of additional variables to group probabilistic choices, say:

$$
\begin{aligned}
& e c_{1} \widehat{=} \quad \text { prob } a \text { any } u_{1} \text { where } H_{1}\left(u_{1}, w\right) \text { then } T_{1}\left(u_{1}, w\right) \text { end } \\
& e c_{2} \quad \widehat{=} \text { prob } a \text { any } u_{2} \text { where } H_{2}\left(u_{2}, w\right) \text { then } T_{2}\left(u_{2}, w\right) \text { end },
\end{aligned}
$$

denoting the abstract probabilistic choice $e c_{1} \oplus e c_{2}$. For probabilistic progress we would obtain a proof obligation with two disjuncts $(i=1,2)$ :

$$
\left(\exists u_{i} \cdot H_{i}\left(u_{i}, w\right) \wedge\left(\forall w^{\prime} \cdot \boldsymbol{T}_{i}\left(u_{i}, w, w^{\prime}\right) \Rightarrow V\left(w^{\prime}\right)<V(w)\right)\right)
$$

in its succedent.
More problems may appear when trying to specify more general probabilistic choices, say, between $n$ components where $n$ is a positive number, e.g., in the dining philosophers [20, Chapter 3]. We also need to determine the order in which probabilistic choices and nondeterministic choices are resolved: there are still nondeterministic choices among events and of local variables. Given the intricate relationship of probabilistic and nondeterministic choice this could potentially lead to models very difficult to comprehend. Then perhaps, the best would be to restrict the body of the event to being entirely deterministic. It appears that we would have to make decisions that may seem arbitrary or introduce restrictions that make the notation more complex.

### 3.3 Refinement

As mentioned in the introduction, we consider refinement to be crucial in the development of complex systems. As usual, it is possible to refine a nondeterministic action by a probabilistic action [18]. Concerning refinement of events with probabilistic actions, we have two major possibilities: either we permit probabilistic choice to be refined or we do not permit it.

If we consider probabilistic actions to be an "implementation" of some behaviour, it may be considered less essential to be able to refine it. However, if we would disallow refinement of events with probabilistic actions, we still need a technique that permits us to carry out refinements of machines that ultimately contain probabilistic actions. Fortunately, Event-B provides already such technique in form of anticipated events [6]. Anticipated events are used to construct lexicographical variants. In Event-B, an anticipated event is eventually refined
by a convergent event. Until then, we have to prove that it does not impede progress:

$$
\begin{align*}
& I(v) \\
& J(v, w) \\
& H(u, w)  \tag{24}\\
& \boldsymbol{T}\left(u, w, w^{\prime}\right) \\
& V\left(w^{\prime}\right) \leq V(w)
\end{align*}
$$

Note the similarity to (21) except that the variant is replaced by the upper bound. We could simply use an almost-certainly convergent event instead of the convergent event. This would allow us to carry out all refinements in the standard way without probabilistic consideration. Only at a very late stage, probabilistic concerns would enter the scene.

Using a second technique, called merging [6], we could easily extend the approach to model abstractly probabilistic choice between, say, two events not spelling it out. Early in a development we could introduce two anticipated events. At a later stage they could be merged into one anticipated event, and subsequently this event could be refined by an event with a probabilistic action.

If we need to refine probabilistic actions, we have to take into account the angelic interpretation for probabilistic progress (19). As a consequence of this, the possible choices offered by probabilistic actions must not be reduced. This could be achieved by requiring that probabilistic actions must be functionally refined. One could consider the variables assigned to in a probabilistic action as probabilistic, too. Then we would require functional refinement for these variables, and we may be able to treat refinement of probabilistic variables similarly to refinement of external variables; see [7]. This remains to be investigated.

Which techniques are more appropriate only (more) experience will show.

## 4 Example: Contention Resolution in the Firewire Protocol

The Contention problem in the Firewire tree identify protocol $[15,16]$ is one example of a use of probability to break the symmetry. The example has been treated in classical B [13,17]. In this section, we will look at how we can achieve a similar result in Event-B.

We use the contention problem in the Firewire protocol to demonstrate the usefulness of qualitative probabilistic modelling in a practical problem [5]. In our presentation we do not deal with the full model but focus almost-certain convergence which allows us to prove a probabilistic termination property of the Firewire protocol left open in [5].

In this section, we first give an overview of the Firewire protocol. Then we give the specification of the contention problem in Event-B. We show the failure of an attempt to use nondeterministic resolution and replace that by a probabilistic approach based on the proposal in Section 3.1.

### 4.1 Overview of the Firewire Protocol

Purpose A set of devices that is linked by a network of bidirectional connections. The network is an acyclic graph with devices as nodes (Figure 2a). The


Fig. 2: Abstraction of leader election protocol
protocol provides a symmetric and distributed solution finding a node that will be the leader of the network in a finite amount of time. All devices run the same algorithm to find the leader of the network. Figure 2b shows a possible state of the network of Figure 2a after a leader has been elected. The Firewire tree identify protocol for achieving this is described below.

Protocol Any node with only one connection can send the message "req" via that connection requesting the neighbouring node to be leader. Also, any node that has already received the message "req" via all its connections except one, can send the message "req" via that last remaining connection. Message sending happens distributed and nondeterministically, i.e., there is no supervisory coordination. Eventually, there will be one node that received the message "req" via all its connections: that node will become the leader of the network. An example of the initial state and possible final state is shown in Figure 2.

Contention At the final stage of the protocol, there are two nodes left that are linked to each other and have not yet sent the message "req". If both nodes try to send the message "req" via that (bidirectional) connection, a livelock occurs where it cannot be decided which should become the leader. Each node detects


Fig. 3: Contention
the problem by receiving the message "req" from the node to which it has just sent the same message. We identify this as the contention problem illustrated in Figure 3.

Fortunately, there exists a probabilistic protocol to resolve the contention within a finite time; this is proved in Event-B by means of almost-certain convergence in Section 4.4 below. Before it is proved, we present the protocol and show that (demonic) nondeterminism is unsuitable to model the probabilistic behaviour. The protocol works as follows:

Each node independently chooses with the same non-zero probability, either to send the message after a short delay or after a long delay (the assumption for the long delay being that it is long enough for the message to be transferred from one node to another). Eventually, it is "almost certain" that one of them will choose to send the message after a short delay, while the other node will choose to send the message after a long delay. The message that was sent after a short delay will then be received before the other is sent (according to the assumption). An example for solving contention can be seen in Figure 4, where one process sends a message after a short delay and the other after a long delay.

(a) Message sent after short wait is received, the other message not sent

(b) State after contention resolution (leader marked with a "*")

Fig. 4: Probabilistic contention resolution

### 4.2 Event-B Model of the Contention Problem

An Event-B model of the Firewire tree identify protocol has already been developed in [5]. We do not repeat the model but focus only on the contention problem that is only partially modelled in [5] leaving the termination property of the protocol unproved. In this sense, we complete the model within the EventB framework. We take the abstract view of contention problem only presenting what is essential. We define a carrier set WAIT containing the two constants: short and long.

$$
\text { sets: } \quad W A I T=\{\text { short, long }\}
$$

Two variables $x$ and $y$ represent the state of the two nodes in contention: either sending the message in a short or long delay.


## invariants:

$x \in W$ AIT
$y \in W A I T$

There is only one event which resolves the contention (in one-shot) by assigning different values to $x$ and $y$. This only specifies that the problem is to be resolved but not how.

```
(abstract_)resolve
    when
        \(x=y\)
    then
        \(x, y \quad: \mid \quad x^{\prime} \in W A I T \quad \wedge \quad y^{\prime} \in W\) AIT \(\wedge x^{\prime} \neq y^{\prime}\)
    end
```


### 4.3 Attempting Nondeterministic Contention Resolution

We attempt to achieve contention resolution by nondeterminism. We will see why it fails and see better what is gained by probabilistic reasoning. We refine the abstract model, introducing two new variables, namely $u$ and $v$, in the refinement. They represent the intermediate states of the two nodes during contention resolution.


```
invariants:
    u\inWAIT
    v\inWAIT
```

A new event draw models (nondeterministically) the effect of randomly choosing for both the two nodes either sending messages after a long or a short delay. The new event is enabled when the values of $u$ and $v$ are the same.

Event resolve has an additional guard $u \neq v$ (compared to the initial model of Section 4.2) indicating that two different delay times $u$ and $v$ have been successfully drawn. In this case, $x$ and $y$ will be assigned to $u$ and $v$, respectively, and the contention is resolved.
draw
when
$u=v$
then
$u: \in W A I T$
$v: \in W A I T$
end

```
(concrete_)resolve
    when
            \(u \neq v\)
            \(x=y\)
    then
        \(x, y:=u, v\)
    end
```

The concrete event resolve refines the abstract event resolve because the concrete event contains the guard $u \neq v$. We obtain the following proof obligation, see (15), that is trivially discharged:

$$
\begin{aligned}
& x^{\prime}=u \\
& y^{\prime}=v \\
& u \neq v \\
& x^{\prime} \in W A I T \wedge y^{\prime} \in W A I T \wedge x^{\prime} \neq y^{\prime}
\end{aligned}
$$

Failure of Demonic Nondeterminism We are left to prove that the new event draw does not take control of the system forever. However, we cannot state a variant that would satisfy the proof obligation (17). The problem is that the new event draw may behave like skip, doing nothing: the new event draw can be enabled always: the nondeterministic choice in event draw can always set $u$ and $v$ to their old values leaving draw always enabled. Using nondeterminism, we stuck and the termination property of the protocol cannot be proved.

### 4.4 Probabilistic Contention Resolution

Probabilistic choice (18) is appropriate to model contention resolution and prove (almost-certain) termination of the protocol, thus, fully solving the problem contention. Using probabilistic choice, we can model the event draw as follows:

```
draw
    when
        \(u=v\)
    then
        \(u \oplus \mid u^{\prime} \in W A I T\)
        \(v \oplus \mid v^{\prime} \in W A I T\)
    end
```

The meaning of the new event draw is that $u$ and $v$ are chosen from the set $W$ AIT probabilistically. The choices must be proper (see [17]), in other words, the probability should not be 0 or 1 .

Based on the probabilistic draw, we can prove that the event draw terminates almost-certainly. According to Section 3.1, we have to show (19), (20), and (21). We take as variant the embedded predicate $\langle u=v\rangle$, where $\langle P\rangle$ is defined to have value 1 if $P$ holds and 0 if $P$ does not hold. A suitable upper bound is the constant 1.

```
variant: }\langleu=v
bound: 1
```

For (21) there is nothing to prove. The proof that the variant is dominated by the bound (20) follows from the definition of the embedded predicate above:

```
\vdash}\mp@code{\cdots
```

Finally, one has to prove (probabilistic) progress (19). This is where nondeterminism failed: we were not able to prove progress by means of (17). We have to prove that event draw may decrease the variant $\langle u=v\rangle$ :

$$
\begin{aligned}
& u \in W A I T \\
& v \in W A I T \\
& u=v \\
& \exists u^{\prime}, v^{\prime} \cdot u^{\prime} \in W A I T \wedge v^{\prime} \in W A I T \wedge\left\langle u^{\prime}=v^{\prime}\right\rangle<\langle u=v\rangle .
\end{aligned}
$$

This is easy: we instantiate $u^{\prime}$ to short and $v^{\prime}$ to long, yielding for the left hand side of the inequation

$$
\left\langle u^{\prime}=v^{\prime}\right\rangle=\langle\text { long }=\text { short }\rangle=0
$$

by definition of the embedded predicate. Also, from $u=v$, we infer for the right hand side

$$
\langle u=v\rangle=1
$$

Hence, the claim follows from $0<1$. Note, that the possible instantiations for $u^{\prime}$ and $v^{\prime}$ just correspond to the solutions of the contention resolution.

## 5 Soundness

In this section, we give justifications for the proof obligations of Section 3.1. We sketch the derivation of the proof obligations from the underlying theory. The theory is based on predicate and expectation transformers [20]. The gap left to the relational model used can be bridged by the well-known relationship between predicate transformers and before-after predicates, see e.g. [1].

The probabilistic reasoning presented in this article is based on qualitative probabilistic choice $\oplus$ (see [13, Chapter 3.2]). It is characterised by the following demonic and angelic distribution laws:

$$
\begin{array}{ll}
\llbracket S \oplus T \rrbracket P & \widehat{=} \quad[S] P \wedge[T] P \\
\llbracket S \oplus T \rrbracket P & \widehat{=} \quad[S] P \vee[T] P \tag{26}
\end{array}
$$

The first law, called demonic distribution, is used when proving invariant preservation and the second, called angelic distribution, is used when proving almostcertain termination. The above can be easily extended to qualitative probabilistic choice with multiple branches
$S_{1} \oplus \ldots \oplus S_{n}$.

It is interpreted similarly to qualitative probabilistic choice：it is a probabilistic choice between substitutions $S_{1}, \ldots, S_{n}$ where the probability to execute each branch is＂proper＂．The definition for＂proper＂can be found in［13，Chapter 3．2］． Note，that it is essential that the choice is between a finite number of branches． The reason for this is to get＂definite＂probabilistic predicate transformers（see ［17，Definition 3］）．

In Section 3．1，we introduce the notion of probabilistic choice $x \oplus \mid P\left(x, x^{\prime}\right)$ ， which is interpreted similarly to the qualitative multiple probabilistic choice． However，we use the choice between all possible values $x^{\prime}$ satisfying $P\left(x, x^{\prime}\right)$ ． To achieve definiteness，we require finite $\left(\left\{x^{\prime} \mid P\left(x, x^{\prime}\right)\right\}\right)$ ．The corresponding demonic and angelic distribution laws are：

$$
\begin{align*}
\llbracket x \oplus \mid P\left(x, x^{\prime}\right) \rrbracket Q(x) & \widehat{=}\left(\forall x^{\prime} \cdot P\left(x, x^{\prime}\right) \Rightarrow Q\left(x^{\prime}\right)\right)  \tag{27}\\
\llbracket x \oplus \mid P\left(x, x^{\prime}\right) \rrbracket Q(x) & \widehat{=}\left(\exists x^{\prime} \cdot P\left(x, x^{\prime}\right) \wedge Q\left(x^{\prime}\right)\right) \tag{28}
\end{align*}
$$

Almost－certain convergence We derive almost certain convergence for Event－ B using the standard model of a generalised loop［10，20］as a basis．For ease of presentation we consider a simple Event－B machine with two new events of the form
when $G(v)$ then $S(v)$ end
when $H(v)$ then $T(v)$ end ，
where $S(v)$ is probabilistic and $T(v)$ is nondeterministic（and non－probabilistic）． The loop consisting of the new events is defined by：

$$
\begin{aligned}
& \text { loop } \widehat{=} \text { do } \\
& G(v) \Longrightarrow S(v) \\
& \text { 『 } \\
& H(v) \Longrightarrow T(v) \\
& \text { end }
\end{aligned}
$$

We state without proof the zero－one law for probabilistic loops（Lemma 2 in ［13］）adapted to our needs：

Lemma 1．Let $I(v)$ be the invariant of the construct．Let $\delta$ be a number strictly greater than zero．If we have that

$$
\begin{equation*}
I(v) \quad \Rightarrow \quad \llbracket G(v) \Longrightarrow S(v) \rrbracket H(v) \Longrightarrow T(v) \rrbracket I \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta \times\langle I\rangle \quad \Rightarrow \quad[l o o p]\langle\text { true }\rangle \tag{30}
\end{equation*}
$$

both hold，then in fact $\langle I\rangle \Rightarrow[$ loop $]\langle I\rangle$ ．
Since $\llbracket \cdot \Perp$ distributes through 】，the first condition（29）can be decomposed as follows：

$$
\begin{aligned}
& I(v) \Rightarrow \quad\lfloor G(v) \Longrightarrow S(v) \rrbracket H(v) \Longrightarrow T(v) \rrbracket I(v) \\
& \Leftrightarrow \quad \text { Distribution of } \llbracket \cdot \rrbracket \text { through } \rrbracket \\
& I(v) \Rightarrow \quad(\llbracket G(v) \Longrightarrow S(v) \rrbracket I(v) \wedge \llbracket H(v) \Longrightarrow T(v) \rrbracket I(v)) \\
& \Leftrightarrow \quad \text { Distribution of } \llbracket \cdot \rrbracket \text { through } \Longrightarrow \\
& I(v) \Rightarrow \quad(G(v) \Rightarrow \llbracket S(v) \rrbracket I(v) \wedge H(v) \Rightarrow \llbracket T(v) \rrbracket I(v)) \\
& \Leftrightarrow \quad \text { Logic } \\
& (I(v) \wedge G(v) \Rightarrow \llbracket S(v) \rrbracket I(v)) \wedge(I(v) \wedge H(v) \Rightarrow \llbracket T(v) \rrbracket I(v)) \\
& \Leftrightarrow \quad T(v) \text { is standard } \\
& (I(v) \wedge G(v) \Rightarrow \llbracket S(v) \rrbracket I(v)) \wedge(I(v) \wedge H(v) \Rightarrow[T(v)] I(v))
\end{aligned}
$$

From this calculation, we can derive the standard simulation proof obligation (15) applies to events with nondeterministic and probabilistic actions. Probabilistic actions are interpreted demonically using (27). The need for definiteness stems from condition (30). With the precautions, we have taken whole body loop is definite.

Probabilistic Progress For the second condition (30) in Lemma 1, we introduce the notion of variant. Let $V(v)$ and $U(v)$ be two natural number expressions over the state $v$. It can be proved as a consequence of Lemma 5 in [13]) that condition (30) is equivalent to the following conditions (31) to (33):

$$
\begin{align*}
& \Rightarrow \quad I(v) \wedge(G(v) \vee H(v))  \tag{31}\\
& V(v) \leq U(v) \quad, \\
& \begin{aligned}
& I(v) \wedge V(v)=N \\
\Rightarrow & \llbracket G(v) \Longrightarrow S(v) \rrbracket H(v) \Longrightarrow T(v) \rrbracket(V(v)<N),
\end{aligned}  \tag{32}\\
& \begin{aligned}
& I(v) \wedge U(v)=N \\
\Rightarrow & \llbracket G(v) \Longrightarrow S(v) \rrbracket H(v) \Longrightarrow T(v) \rrbracket(U(v) \leq N),
\end{aligned} \tag{33}
\end{align*}
$$

where $N$ is a logical constant.
The condition (31) can be decomposed as follows:

$$
\begin{array}{ll} 
& I(v) \wedge(G(v) \vee H(v)) \Rightarrow V(v) \leq U(v) \\
& (I(v) \wedge G(v) \Rightarrow V(v) \leq U(v)) \wedge \quad(I(v) \wedge H(v) \Rightarrow V(v) \leq U(v))
\end{array}
$$

The two conjuncts in the last line correspond to proof obligation (20). It must be proved that whenever a new event, nondeterministic or probabilistic, is enabled, the variant $V(v)$ must be dominated by the upper bound $U(v)$.

Furthermore, using that $\mathbb{\|} \|$ distributes through $\rrbracket$, condition (32) can be decomposed as follows:

$$
\begin{aligned}
& I(v) \wedge V(v)=N \\
& \Rightarrow \\
& \llbracket G(v) \Longrightarrow S(v) \rrbracket H(v) \Longrightarrow T(v) \rrbracket(V(v)<N) \\
& \Leftrightarrow \quad \text { Distribution of } \llbracket \cdot \rrbracket \text { through 』 } \\
& I(v) \wedge V(v)=N \\
& \Rightarrow \\
& (\llbracket G(v) \Longrightarrow S(v) \rrbracket(V(v)<N) \wedge \\
& \llbracket H(v) \Longrightarrow T(v) \rrbracket(V(v)<N)) \\
& \Leftrightarrow \quad \text { Distribution of } \mathbb{\pi} \cdot \rrbracket \text { through } \Longrightarrow \\
& I(v) \wedge V(v)=N \\
& \Rightarrow \quad(G(v) \Rightarrow \llbracket S(v) \rrbracket(V(v)<N) \wedge \\
& H(v) \Rightarrow \llbracket T(v) \rrbracket(V(v)<N)) \\
& \Leftrightarrow \quad \text { Logic } \\
& (I(v) \wedge V(v)=N \wedge G(v) \Rightarrow \llbracket S(v) \rrbracket(V(v)<N)) \\
& \wedge \\
& (I(v) \wedge V(v)=N \wedge H(v) \Rightarrow \llbracket T(v) \rrbracket(V(v)<N)) \\
& \Leftrightarrow \quad T(v) \text { is standard } \\
& (I(v) \wedge V(v)=N \wedge G(v) \Rightarrow \llbracket S(v) \rrbracket(V(v)<N)) \\
& \wedge \\
& (I(v) \wedge V(v)=N \wedge H(v) \Rightarrow[T(v)](V(v)<N))
\end{aligned}
$$

The above reasoning yields for the event with nondeterministic action the progress proof obligation (17). For the event with probabilistic action, the action $S(v)$ is interpreted angelically, yielding the probabilistic progress proof obligation (19). The derivation of proof obligation (21) from condition (33) proceeds similarly.

## 6 Conclusion

The method of qualitative probabilistic reasoning in Event-B that we propose comes at very little cost of extra proof effort. The introduced concept of almostcertain convergence is easy to explain, and useful for common termination proofs based on probabilistic system behaviour. The method preserves the simplicity of Event-B proof obligations only requiring a modest extension to existing proof
obligations. Furthermore, it is not necessary to make some sort of syntactic extension. We believe that this is an important advantage. Almost-certain convergence is reduced to a problem of proof. The modelling style of Event-B is not touched. We plan to implement the extension in the RODIN platform for Event-B [4].

We have not introduced concrete probabilities, see e.g. [20]. We believe that the qualitative approach already brings many benefits without the extra complication of numerical probabilistic reasoning. In most cases where only convergence is needed, specifying probabilities could be regarded as over-specification (at the cost of much more difficult proofs). Having said this, we do not dispute the usefulness of numerical probabilistic derivations. Note, that in that context the method we have presented in this article still applies - but some additional proof obligations would be needed [14]. We intend to work on such extensions to Event-B when we have more experience with the associated modelling in Event-B.

Note, that the formalisation of qualitative probabilistic choice we have chosen reflects closely the structure of Markov decision processes [22]. Hence, it should be possible to use some body of theory from this area with only little adaptation. In particular, our approach should be open to use techniques of performance analysis used with Markov decision processes [12].

We have discussed refinement in the context of qualitative probabilistic choice. It is not clear yet whether Event-B refinement should be extended or whether the present theory is sufficient. Future extensions concerning refinement of qualitative probabilistic choice should be defined to offer an alternative to existing techniques but not replace them. We think the Event-B technique of using anticipated events is very attractive because it allows us reason in a standard (non-probabilistic) way as much as possible.
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