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Sub-6GHz Assisted mmWave Hybrid Beamforming
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Abstract— In next-generation communications, sub-6GHz and
millimeter-wave (mmWave) links typically coexist, with the
sub-6GHz link always active and the mmWave link active
when high-rate transmission is required. Due to the spatial
similarities between sub-6GHz and mmWave channels, sub-
6GHz channel information can be utilized to support hybrid
beamforming in mmWave communications to reduce overhead
costs. We consider a multi-cell heterogeneous communication
network where both sub-6GHz and mmWave communications co-
exist. Multiple mmWave base stations (BSs) in the heterogeneous
network simultaneously transmit signals to multiple users in
their own mmWave cells while interfering with each other.
The challenging problem is to design hybrid beamformers in
the mmWave band that can maximize the system spectral
efficiency. To address this highly complex programming using
sub-6GHz information, a novel heterogeneous graph neural
network (HGNN) architecture is proposed to learn the intrinsic
relationship between sub-6GHz and mmWave and design the
hybrid beamformers for mmWave BSs. The proposed HGNN
consists of two different node types, namely, BS nodes and
user equipment (UE) nodes, and two different edge types,
namely, desired link edge and interfering link edge. In addi-
tion, the attention mechanism and the residual structure are
utilized in the HGNN architecture to improve the performance.
Simulation results show that the proposed HGNN can success-
fully achieve better performances with sub-6GHz information
than traditional learning methods. The results also demonstrate
that the attention mechanism and residual structure improve
the performances of the HGNN compared to its unmodified
counterparts.

Index Terms— Hybrid beamforming, millimeter wave commu-
nications, out-of-band information, graph neural network (GNN),
machine learning.
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I. INTRODUCTION

BECAUSE of its huge accessible bandwidth, millimeter-
wave (mmWave) transmission has been identified as

a major approach for next-generation wireless communica-
tions [1]. To overcome the high path loss of mmWave signals,
mmWave communication systems typically employ huge
antenna arrays and directional beamforming/precoding [2].
However, huge antennas result in high power consumption
of radio frequency (RF) components in fully digital baseband
precoding modules and high overhead costs caused by channel
state information (CSI) estimation for beamforming/precoding.

In order to reduce the power consumption of RF compo-
nents while achieving satisfactory performance, the hybrid
beamforming technique is utilized in the mmWave MIMO
systems [3], [4]. Typically, either fully-connected or partially-
connected architectures are adopted, depending on whether
each RF chain is connected to all antennas (the former) or
to a disjoint subset of antennas (the latter) [5], [6]. There
are several techniques to obtain the hybrid beamforming
configuration [7], [8], [9], [10], [11]. The traditional methods,
such as [7], [9], and [11], usually rely on optimization theory
to derive optimal or near optimal iterative algorithms for
solutions, which impose high computational complexity and
require the whole antenna array’s CSI or the optimal fully dig-
ital beamforming configuration. To reduce the computational
complexity, the work [10] proposed a deep unfolding based
architecture, which replaces some original components with
their learnable counterparts, and achieves faster convergence
than traditional methods. However, these techniques all require
the entire antenna array’s CSI, leading to high overhead cost.

To reduce the overhead of establishing a mmWave link,
various approaches exploiting channel sparsity were pro-
posed [12], [13], [14]. These methods focus on obtaining a
compressed sensing channel estimation that trades the mea-
surement overhead for performance. Another technique to
reduce the training overhead is to leverage the out-of-band
information extracted from low-frequency channels [15], [16].
Experiments in [15] and [17] demonstrated the feasibility of
using the low-frequency information due to the similarities
of spatial characteristics of sub-6 GHz and mmWave chan-
nels. The study [15] also showed that the power azimuth
spectrums (PASs) are almost consistent in low-frequency and
mmWave channels. In addition, the work [18] showed the
close relationship of the power delay profiles (PDPs) between
the sub-6GHz channel and the mmWave channel. With the
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aforementioned similar characteristics of low-frequency and
mmWave channels, the authors of [19] demonstrated the con-
struction of the overhead-free multi-Gbps mmWave link with
out-of-band inference, while the authors of [20] showed the
selection of the mmWave beam based on the estimated line-
of-sight (LOS) direction of sub-6GHz channel. In addition,
machine learning methods were also utilized to take advantage
of the out-of-band information [16], [21], [22]. For example,
the work [21] developed a dedicated deep learning model
based on 3-dimensional (3D) convolutional neural network
(CNN) to provide the mmWave beam selection with the aid
of low-frequency information. The authors of [16] proposed a
dual-input neural network to predict the optimal beam using
both the sub-6GHz channel and a few pilots in the mmWave
band transmitted from a few active antennas. The work [22]
proved the existence of the mapping functions that can predict
the optimal mmWave beam and blockage status directly from
the sub-6GHz channel under certain conditions, and developed
a deep learning model that can predict the optimal mmWave
beam and blockage with high success probability. However,
the application of [16], [21], and [22] is limited to the single-
user scenario.

It is challenging to efficiently utilize the sub-6GHz CSI
in mmWave hybrid beamforming, because to our knowledge
the correlation between sub-6GHz and mmWave has not be
derived in closed-form formulas, and hybrid beamforming
itself is usually a non-convex problem due to mutual interfer-
ence among links, coupling, and constraints of optimization
variables.

Graph neural network (GNN) [23] provides a structural
learning framework for graph-based problems. Through con-
volution operations between adjacent nodes, GNN can extract
local and global information on the graph data, achieving
classification, regression or prediction tasks. From a theoretical
perspective, there are three advantages of GNNs compared to
CNNs and multilayer perceptions (MLPs) in many communi-
cation problems.

1) Scalability and parallelization: The wireless communi-
cation network can be naturally modeled as a graph,
where nodes correspond to base stations (BSs) and user
equipment (UEs) with edges representing the channels
between them. The graph convolution structure of GNN
ensures its adaptability to input graph data with vary-
ing numbers of nodes (i.e., UEs and/or BSs), whereas
MLP and CNN are constrained by strict dimensional
requirements for their inputs. In addition, GNNs allow
for parallel computation on graph data, contributing to
a more efficient runtime performance.

2) Permutation invariance (PI) and permutation equivalence
(PE): A function or model has PI property if its output
remains unchanged when the order of its input elements
is altered. Conversely, a function or model has PE
property if the order of its outputs is correspondingly
altered when its input elements are permuted. The PI
and PE properties are proved to be universal in many
wireless communication problems, such as power allo-
cation, beamforming, and interference mitigation. The
GNN can achieve PI or PE properties, distinguishing

itself from CNN and MLP, which lack these properties.
Consequently, the GNN emerges as a more suitable solu-
tion for numerous wireless communication problems.

3) Requiring less training samples: It is theoretically proved
that GNNs require fewer training samples than MLPs to
achieve the same performance, and the training-samples
demand gap grows with the number of nodes in the
graph [24]. A reduced number of training samples means
lower overhead and less computational complexity, and
therefore the GNNs are advantageously in wireless com-
munication problems.

Empirically, compared with other deep learning neural
networks (DNNs), such as CNN and MLP, GNN provides
high performance in various wireless communication prob-
lems, such as power allocation, beamforming, reconfigurable
intelligent surface (RIS) configurations [25], [26], [27], [28].
For example, the work [25] proposed a wireless channel graph
convolutional network (WCGCN) to solve the power allo-
cation and beamforming problem in device-to-device (D2D)
communication systems. The study [26] proposed a parameter
sharing structure as a heterogeneous GNN (HGNN) for learn-
ing power control in cellular systems. Moreover, the authors
of [28] unfolded a power allocation enabled iterative weighted
minimum mean squared error (WMMSE) algorithm with a
distributed GNN architecture, which reduces the computa-
tional complexity and has robustness and generalizability in
different densities and sizes. The research [28] also showed the
relationship between the GNN and deep unfolding techniques.

For heterogeneous wireless networks, the GNNs with
some specific modifications, such as HGNNs and bipartite
GNNs (BGNNs), offer advantages over traditional methods
or other deep learning methods. For example, the work [29]
proposed an unsupervised HGNN to solve the power con-
trol/beamforming in heterogeneous D2D networks, showing
the applicability of dedicated GNNs in heterogeneous net-
works. In addition, the authors of [27] utilized the GNN
to appropriately schedule users and design RIS configura-
tions to achieve high overall throughput while considering
fairness among the users, demonstrating the potential of
GNNs in asymmetric communication problems. Furthermore,
the study [30] proposed a BGNN to solve the scalable
multi-antenna beamforming optimization problems, exhibiting
the GNN’s flexibility with respect to the system size, i.e., the
number of antennas or users.

Inspired by these related works on GNNs for heterogeneous
wireless networks, in this paper, we propose a HGNN, which
consists of two different node types, namely, BS nodes and
UE nodes, and two different edge types, namely, desired
link edge and interfering link edge. Our HGNN achieves
the fully-connected or partially-connected hybrid beamforming
configurations in mmWave with the aid of both sub-6GHz
CSI and partial mmWave CSI. We utilize this HGNN to solve
the challenging hybrid beamforming problem in heterogeneous
mmWave and sub-6GHz networks. The main contributions are
summarized as follows.

1) The hybrid beamforming problem is formulated to max-
imize the spectral efficiency of the mmWave system in
the heterogeneous cellular network (HCN) with power
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constraints. We model the HCN as a heterogeneous
graph, where BSs and UEs are modeled as nodes,
while desired links and interfering links represent the
edges between the corresponding nodes. Based on this
heterogeneous graph, the HGNN is proposed to solve
the fully-connected or partially-connected hybrid beam-
forming problem. To reduce the overhead, we leverage
the sub-6GHz CSI and the partial mmWave CSI in
solving this optimization design.

2) To improve the performance of the proposed HGNN,
the attention mechanism and the residual structure are
utilized in the GNN structure. The attention mechanism
is added in the aggregation procedure to adaptively
learn the importance of different messages. The residual
structure is added in the combination procedure to
eliminate the degradation phenomenon. The introduction
of attention mechanism and residual structure does not
affect the PI and PE properties as well as scalability
of GNNs.

3) Numerical results verify that the proposed HGNN out-
performs other machine learning methods in various
scenarios. Moreover, the utilization of attention mech-
anism and residual structure is shown to enhance the
achievable performance. Besides, the strong scalability
and low running complexity of the proposed HGNN are
demonstrated.

The rest of this paper is organized as follows. Section II
describes the heterogeneous mmWave and sub-6GHz network
and formulates the system spectral efficiency maximization
problem. The proposed HGNN is detailed in Section III.
In Section IV, numerical results are presented to verify the
effectiveness of the proposed HGNN. Finally, Section V
concludes the paper.

Notations: Scalars, vectors and matrices are represented
by normal face lowercase letters, boldface lowercase letters
and boldface uppercase letters, respectively, e.g., a, a and A.
Cm×n and Rm×n denote the m by n dimensional complex
space and real space, respectively. Ik is the k × k identity
matrix, and j =

√
−1 is the imaginary axis. The transpose and

Hermitian transpose are denoted by (·)T and (·)H, respectively.
The complex normal distribution is represented by CN (µ, σ2)
with mean µ and variance σ2. E(·) and ∥ · ∥F are the
expectation and Frobenius norm, respectively, while |A| is the
cardinality of the set A. The mth-row and nth-column entry
of A is denoted by A[m,n]. The concatenation of two vectors
a and b is given by [a ∥b] =

[
aT,bT

]T
.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a heterogeneous sub-6GHz and mmWave com-
munication system, with K BSs equipped with Nm mmWave
antennas and one BS equipped with Ns sub-6GHz antennas,
as illustrated in Fig. 1. The coverage of sub-6GHz signals
is the entire network while the coverage of mmWave signals
is only in the corresponding mmWave cell. The sub-6GHz
antenna array is fully digital, with each antenna connected to
an independent RF chain, and the mmWave antenna array is
a hybrid architecture. All the users are equipped with both a
sub-6GHz antenna and a mmWave antenna, as shown in Fig. 2.

Fig. 1. The heterogeneous mmWave and sub-6GHz network.

Fig. 2. UE communicates over both sub-6GHz and mmWave bands with
corresponding BSs.

Both sub-6GHz and mmWave communications are considered
under single-carrier system for simplicity. Nevertheless, our
proposed method can be easily extended to an OFDM system.
It is assumed that all the UEs are constantly connected to
the central sub-6GHz BS in sub-6GHz, and the mmWave
connection is only active when a high transmission rate is
required. For simplicity, we omit the sub-6GHz links in Fig. 1
for the UEs with both mmWave and sub-6GHz links. MmWave
BS k, k = 1, 2, · · · , K, can serve up to Ik users in cell k with
mmWave channel. The total number of UEs is hence given by
Isum =

∑K
k=1 Ik. The ith user in mmWave cell k is denoted

as ik. Our goal is to find the mmWave hybrid beamforming
configurations by utilizing sub-6GHz CSI and some estimation
of partial mmWave CSI. The sub-6GHz beamforming can be
handled by the WMMSE [7] or other traditional methods.

A. Hybrid Beamforming in the Transmitter at mmWave Band

We assume that mmWave BS k with NRF,k RF chains
communicates with each UE via only one stream. Thus, the
number of data streams of BS k is Ik. Moreover, the number
of RF chains of BS k is usually larger than the number of users
that can be served simultaneously by BS k, i.e., Ik ≤ NRF,k.
For simplicity, we also assume that BS k will utilize the Ik

RF chains to serve the corresponding Ik UEs.
Let sk = [sk[1], sk[2], · · · , sk[Ik]]T ∈ CIk×1 denote the

transmitted symbols of BS k, where E
(
sksH

k

)
= IIk

and sk[i]
is the transmitted data for UE ik. Assuming that the hybrid
precoder of BS k is Fk ∈ CNm×Ik , the precoded signal of
BS k is given by

xk = Fksk. (1)
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Fig. 3. The fully-connected and partially-connected hybrid beamforming
structures in the transmitter.

The hybrid precoder Fk = FRF,kFBB,k is composed of the
analog precoder FRF,k ∈ CNm×Ik and the baseband precoder
FBB,k ∈ CIk×Ik . We denote Fk = [fk[1], fk[2], · · · , fk[Ik]]
and FRF,k = [fRF,k[1], fRF,k[2], · · · , fRF,k[Ik]].

In our system model, we design GNNs for both
fully-connected hybrid beamforming structure and partially-
connected structure, which are shown in Fig. 3.

1) Fully-Connected Structure: In the fully-connected
hybrid beamforming structure [31], each RF chain is connected
to all antennas via phase shifters, which implies that each
entry of FRF,k has a constant modulus. All the entries are

normalized to satisfy
∣∣∣FRF,k[m,n]

∣∣∣2 = 1
Nm

, i.e., FRF,k[m,n] =
1√
Nm

ejφk,m,n , where φk,m,n ∈ C represents the phase of the

m-th phase shifter in the n-th RF chain of the k-th BS. FBB,k

is forced to satisfy
∥∥FRF,kFBB,k

∥∥2

F
≤ Pk, where Pk is the

maximum transmitting power of BS k.
2) Partially-Connected Structure: The partially-connected

structure, also known as array of subarray structure, uses
significantly fewer phase shifters for energy efficiency [32],
[33], [34]. This structure connects each RF chain output
signal to Nm/NRF,k antennas, which reduces the RF hardware
complexity. The analog precoder FRF,k can be written as a
block diagonal matrix as

FRF,k =


f1,k 0 · · · 0
0 f2,k · · · 0
...

...
. . .

...
0 0 · · · fNRF,k,k

 , (2)

where the row vector f i,k =
1√
Nm

[
e

jφ
k,(i−1) Nm

NRF,k
+1

, · · · , e
jφ

k,i
Nm

NRF,k

]
∈ C1× Nm

NRF,k rep-

resents the phases of the i-th RF chain at the k-th BS,
and 0 ∈ C1× Nm

NRF,k is the zero row vector. Similar to the
fully-connected case, FBB,k is forced to satisfy the power
constraint of

∥∥FRF,kFBB,k

∥∥2

F
≤ Pk.

The received signal yik
at the receiver ik can be formu-

lated as

yik
=

K∑
m=1

hH
ik,mxm + nik

= hH
ik,kfk[ik]sk[ik] +

Ik∑
l=1,l ̸=ik

hH
ik,kfk[l]sk[l]

+
K∑

m=1,m ̸=k

Im∑
l=1

hH
ik,mfm[l]sm[l] + nik

, (3)

where hik,k ∈ CNm×1 denotes the channel from BS k to UE
ik, nik

denotes the additive white Gaussian noise (AWGN)
with the distribution CN (0, σ2

ik
). On the right hand side of

the last equation of (3), the four terms are the desired signal,
intracellular interference, intercellular interference and noise,
respectively.

B. MmWave Channel Model

The mmWave channel from BS k to UE ik can be formu-
lated as [16]

hik,k =
√

Nm

Nc

Nc∑
l=1

βle
j(θl+2πτlB)a(ϕl), (4)

where Nc is the number of paths, B is the bandwidth, βl, θl

and τl are the attenuation coefficient, phase and propagation
delay of the l-th path, respectively, while ϕl is the angle of
departure (AoD) of the l-th path, and a(ϕl), 1 ≤ l ≤ Nc,
are the steering vectors at the departure side. In (4), all the
index marks of BS k and UE ik are omitted for clarity. For
simplicity, we assume that each BS is equipped with a uniform
linear array (ULA) for mmWave communications. Therefore,
the array response vector can be formulated as

a(ϕ) =
1√
Nm

[
1, ej 2π

λ d sin(ϕ), · · · , ej 2π
λ (N−1)d sin(ϕ)

]T
, (5)

where λ is the signal wavelength and d is the antenna spacing,
which is set to d = λ/2.

C. Problem Formulation

Our target is to design the hybrid precoders to maximize the
spectral efficiency of the whole system. Let Rik

be the capac-
ity of UE ik, which is formulated as (6), shown at the bottom
of the next page. Then, the spectral efficiency maximization
problem can be formulated as (7), shown at the bottom of the
next page, where the constraint (7a) is the transmitting power
constraint for each BS and the constraint (7b1) or (7b2) is the
constant modulus constraint for the phase shifters.

Due to the power constraint (7a) and the constant modulus
constraint (7b1) or (7b2), the problem (7) is nonconvex, which
is challenging to solve. Moreover, we want to solve this
nonconvex problem not relying on the full mmWave CSI but
relying on the sub-6GHz CSI and some estimation of the
partial mmWave CSI, which makes the problem even more
challenging.

D. Partial mmWave CSI

For simplicity, we assume that the perfect sub-6GHz CSI is
available. Denote the sub-6GHz channel from BS 0 to UE ik as
h̃ik

∈ CNs×1. Some works [35], [36] showed the similarities
between sub-6GHz channel and mmWave channel and the
feasibility of predicting the optimal mmWave channel via sub-
6GHz CSI in the single user scenario. But the sub-6GHz CSI
alone, which does not contain direct interference information
or desired link information between BSs without sub-6GHz
antennas and their serving UEs, is completely insufficient
to optimize the problem (7). However, it is expensive to
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obtain the full mmWave CSI, since the full CSI estimation
at mmWave band requires changing the phase shifters FRF,k

or baseband precoders FBB,k at the transmitter Nm times,
which imposes huge overhead cost.

Therefore, we follow [16] to use the partial channel informa-
tion on N̄m ≤ Nm antennas at mmWave band, namely, partial
mmWave CSI, to assist the hybrid precoding. In the training
process, N̄m mmWave antennas are active while the others are
inactive for each BS. In addition, all the RF chains are only
connected to the active antennas through the corresponding
phase shifters. Denote the partial channel from BS k to UE ik
as h̄ik,k. The partial mmWave CSI offers a rough description
of the full mmWave CSI and can provide the candidate
strong directions for the whole mmWave channel [15], which
motivates us to adopt the partial mmWave CSI for hybrid
precoding. The channel estimation of h̄ik,k can be achieved
via the least squares (LS) or linear minimum mean squared
error (LMMSE) methods with much fewer pilots than what
needed for the estimation of the full mmWave channel hik,k.
We adopt the partial mmWave CSI and sub-6GHz CSI to solve
the optimization problem (7).

III. PROPOSED HGNN

A. Heterogeneous Graph Representation of Heterogeneous
Network

According to [37], an information graph can be defined
as a directed graph G = (V, E) with a node type mapping
function τ : V → A and a link type mapping function
ϕ : E → R, where each node v ∈ V belongs to a particular
node type τ(v) ∈ A, each link e ∈ E belongs to a particular
relation ϕ(e) ∈ R, and if two links belong to the same
relation type, the two links share the same starting node
type as well as the same ending node type. If the types
of nodes |A| > 1 or the types of relations |R| > 1, the
network is called a heterogeneous network; otherwise it is a
homogeneous network. The neighborhood of a node vm is
defined as N (vm) = {vn|em,n ∈ E}. In addition, we define
the subset of the neighborhood for node vm with node type
τ(vn) = t by Nt(vm) = {vn|em,n ∈ E , τ(vn) = t}, and
the subset of the neighborhood Nt,w(vm) = {vn|em,n ∈
E , ϕ(em,n) = w, τ(vn) = t} is defined as the subset of
Nt(vm) = {vn|em,n ∈ E , τ(vn) = t} where all links have
the same relation ϕ(em,n) = w.

Fig. 4. The heterogeneous graph representation of the communication system
described in Section II.

As illustrated in Fig. 4, it is natural to model the hetero-
geneous mmWave and sub-6GHz cellular network described
in Section II as a heterogeneous graph. Specifically, there are
two different node types, namely, BS node and UE node, and
two different edge types, namely, desired link and interfering
link. The desired links represent the communication links at
mmWave band from BS k to its serving UEs ik, while the
interfering links represent the interfering links at mmWave
band from BS k to its non-serving UEs ik′ , k

′ ̸= k. The links
at sub-6GHz band are omitted in this graph. Since each UE has
a sub-6GHz link to the BS with sub-6GHz antennas, the sub-
6GHz link features can be included in the UE node features.

In this heterogeneous graph model for the system described
in Section II, the node feature for BS k, which is denoted as
vk = Pk ∈ R1×1, consists of the maximum power of BS k,
while the node feature vector of UE ik, which is denoted as
vik

=
[
σ2

ik
, h̃T

ik

]T ∈ C(1+Nc)×1, consists of the noise power
and the sub-6GHz CSI from the central (sub-6GHz) BS to UE
ik. The edge feature of the link from BS k to UE ik consists
the partial mmWave CSI, i.e., eik,k = h̄ik,k ∈ CN̄m×1. The
node types are A = {b(BS), u(UE)}, and the edge types are
E = {d(desired link), i(interfering link)}.

B. Architecture of the Proposed HGNN

In this subsection, we detail the proposed HGNN for
solving the optimization problem (7). The architecture of the
HGNN, depicted in Fig. 5, consists of three main components:
1) attention based aggregation, 2) res-based combination, and
3) output normalization.

Rik
= log2

(
1 +

∥hH
ik,kfk[ik]∥2∑Ik

l=1,l ̸=ik
∥hH

ik,kfk[l]∥2 +
∑K

m=1,m ̸=k

∑Im

l=1 ∥hH
ik,mfm[l]∥2 + σ2

ik

)
(6)

max
∀FRF,k,FBB,k

K∑
k=1

Ik∑
i=1

Rik
(7)

s.t.
∥∥FRF,kFBB,k

∥∥2

F
≤ Pk,∀k (7a)

for fully-connected structure:
∥∥FRF,k[m,n]

∥∥2 =
1

Nm
,∀k, m, n (7b1)

for partially-connected structure: FRF,k defined in (2) (7b2)
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Fig. 5. The architecture of the proposed HGNN.

1) Attention Based Aggregation: The aggregation procedure
is utilized to aggregate the information of neighboring nodes
and edges. In the traditional HGNN, the aggregated outputs of
the t ∈ A type of nodes and w ∈ E type of edges for node vi

in layer l are formulated as [26]

a(l)
i,t,w = AGGj∈Nt,w(vi)

(
pt,w

(
v(l−1)

j , ei,j

))
, (8)

where v(l−1)
j denotes the node features in layer l − 1,

AGGj∈Nt,w(vi)(·) denotes the aggregated function and pt,w(·)
is an MLP, which is identical for all node-edge pairs with
node type t and edge type w. AGGj∈Nt,w(vi)(·) is a function
that satisfies the commutative law and is usually adopted as
summation or maximization.

In the traditional aggregation procedure (8), the information
of all the neighboring nodes and edges are aggregated with the
same importance. However, in the heterogeneous graph, the
importance of different messages may be different. Therefore,
we further incorporate the attention mechanism into the aggre-
gated function AGG

j∈Nt,w

(
v

(l−1)
i

)(·). The attention function

maps the inputs, a query and a set of key-value pairs, onto
an output, which is computed as a weighted sum of the input
values, where all the query, keys and values are vectors [38].
In the aggregated function AGGj∈Nt,w(vi)(·), query is set as
v(l−1)

i , keys and values are set as pt,w(v(l−1)
j , ei,j). By adopt-

ing attention, (8) can be rewritten as

a(l)
i,t,w =

∑
j∈Nt,w(vi)

αi,j,t,w · pt,w

(
v(l−1)

j , ei,j

)
, (9)

where the weights αi,j,t,w, which satisfy 0 ≤ αi,j,t,w ≤ 1
and

∑
j∈Nt,w(vi)

αi,j,t,w = 1, represents the importance of

the neighborhood vj to the original node vi, and they are
calculated as (10), shown at the bottom of the next page, where
ReLU(x) = max{x, 0} is the activation function and attt,w

are the trainable parameters in the attention function.
2) Res-Based Combination: The combination procedure is

utilized to combine the node information with the aggregated
information from its neighborhood. In the traditional HGNN,
the combination outputs in layer l are formulated as [26]

v(l)
i = COMBτ(vi)

(
v(l−1)

i ,
{
a(l)

i,t,w, t ∈ A, w ∈ E
})

, (11)

where COMBτ(vi)(·) represents the combination function for
node type τ(vi) with trainable parameters.

The traditional combination procedure (11) is a simple
concatenation of the node features and the aggregated features.
However, when the layers of the HGNN are deep, this structure
of combination may suffer from the severe degradation prob-
lem [39] and the over-smoothing problem where the outputs of
all nodes may have the same features [40]. Therefore, we adopt
the residual structure [39] to solve the degradation problem.
The output of the res-based structure is a summation of the
input and output of the original network. Therefore, with the
residual structure, (11) is rewritten as

v(l)
i = v(l−1)

i + qτ(vi)

(
v(l−1)

i ,
{
a(l)

i,t,w, t ∈ A, w ∈ E
})

,

(12)

where qτ(vi)(·) with τ(vi) = t is an MLP with trainable
parameters.

3) Output Normalization: After L layers of aggregation
and combination, the node features of the last layer are fed
into an output normalization layer to obtain the solutions of
the problem (7), which consists of two MLPs, MLPRF (·)
and MLPBB(·), for obtaining the analog beamforming
matrix FRF,k and the baseband precoding matrix FBB,k,
respectively.

3.1) Analog beamforming solution: For the fully-connected
structure, the MLP MLPRF (·) with a normalization module
is utilized to obtain FRF,k with input v(L)

k according to (13),
shown at the bottom of the next page. For the partially-
connected structure, the normalization module is only forced
on the block diagonal elements and the other elements are set
to zero, which can be formulated as (14), shown at the bottom
of the next page.

3.2) Baseband precoding solution: After obtaining FRF,k,
the baseband precoding matrix is generated as follows. First,
the MLP MLPBB(·) is utilized to produce:

f ′BB,k[ik] = MLPBB

(
[v(L)

k ∥v(L)
ik

]
)

. (15)

Denote F′BB,k=
[
f ′BB,k[1], f ′BB,k[2], · · · , f ′BB,k[Ik]

]
. If the

power constraint is satisfied, i.e.,
∥∥FRF,kF′BB,k

∥∥2

F
≤ Pk,

Authorized licensed use limited to: UNIVERSITY OF SOUTHAMPTON. Downloaded on November 20,2024 at 11:29:14 UTC from IEEE Xplore.  Restrictions apply. 



HUANG et al.: SUB-6GHz ASSISTED mmWave HYBRID BEAMFORMING WITH HGNN 6923

FBB,k = F′BB,k. Otherwise, the power constraint is imposed
on F′BB,k to produce a feasible baseband precoding solution
as:

FBB,k =
F′BB,k√

Pk

∥∥FRF,kF′BB,k

∥∥
F

. (16)

For all the above MLPs (pt,w(·), qt(·), MLPRF , MLPBB ,
t ∈ A, w ∈ E), batch normalization (BatchNorm) is utilized
for the inputs to scale them into a similar range and the dropout
strategy is adopted to avoid overfitting [41], [42]. The whole
architecture of our proposed HGNN is shown in Fig. 5, where
the node update process is divided into BS nodes updating and
UE nodes updating, both of which consist of aggregation and
combination for BS nodes and UE nodes. Note that as each
UE is served by only one BS, the attention mechanism in the
aggregation for UEs through desired links is degraded into a
direct link.

C. Proposed HGNN Based System Operation

The proposed HGNN based system adopts a central-
ized deployment, where a central processing unit (CPU) is
attached to the sub-6GHz BS and responsible for the hybrid
beamforming in the heterogeneous sub-6GHz and mmWave
communication system. The CPU is equipped with the pro-
posed HGNN and the parameters of the HGNN are trained
offline and fine tuned online.

In the training phase, each mmWave BS estimates the
mmWave channel to each UE and transmits the mmWave CSI
to the CPU in the sub-6GHz BS. Meanwhile, the sub-6GHz BS
estimates the sub-6GHz channel to each UE. The HGNN in the
CPU is trained with the both the mmWave and sub-6GHz CSI.
The goal of the HGNN is to maximize the system’s spectral
efficiency, i.e., the problem (7), an unsupervised learning
strategy is adopted in the training phase with the loss function
given by

Loss = −
K∑

k=1

Ik∑
i=1

Rik
. (17)

Adam algorithm [43], a gradient descent method, is used to
train the parameters of the HGNN. The training procedure is
summarized in Algorithm 1.

In the evaluation phase, the parameters of the HGNN
and the selection of active mmWave antennas are fixed.
The mmWave BSs estimate the partial mmWave CSI and
the sub-6GHz BS estimates the sub-6GHz CSI. Both partial
mmWave CSI and sub-6GHz CSI are transmitted to the CPU,
which utilizes the well-trained HGNN to obtain the hybrid
beamforming solution. The hybrid beamforming solution is
transmitted to the mmWave BSs, which subsequently per-
form the hybrid beamforming and transmit the signals to
the UEs.

Algorithm 1 Training of the Proposed HGNN
Input: Training dataset D, number of iterations MAXiter,

number of GNN layers L, and initialized trainable param-
eters in MLPBB(·), MLPRF (·), attt,w, pt,w(·), qt(·),
for t ∈ A, w ∈ E .

Output: Well-trained parameters in MLPBB(·), MLPRF (·),
attt,w, pt,w(·), qt(·), for t ∈ A, w ∈ E .

1: for niter = 1 : MAXiter do
2: Draw a random subset of D.
3: Build heterogeneous graph with v

(0)
k = Pk, v(0)

ik
=[

σ2
ik

, h̃T
ik

]T
, eik,k = h̄ik,k.

4: for l = 1 : L do
5: Update BS node features v(l)

k with v(l−1)
k , v(l−1)

ik

and eik,k through aggregation and combination.
6: Update UE node features v(l)

ik
with v(l−1)

k , v(l−1)
ik

and eik,k through aggregation and combination.
7: end for
8: Compute analog precoder FRF,k with MLPRF .
9: Compute baseband precoder F′BB,k with MLPBB .

10: for k = 1 : K do
11: if ∥FRF,kF′BB,k∥2F ≤ Pk then FBB,k = F′BB,k;
12: else
13: Project F′BB,k onto feasible space FBB,k =

F′BB,k
√

Pk

∥∥FRF,kF′BB,k

∥∥
F

.

14: end if
15: end for
16: Compute loss function Loss = −

∑K
k=1

∑Ik

i=1 Rik
.

17: Use Adam or gradient descent method to update
trainable parameters.

18: end for

αi,j,t,w =
exp

(
ReLU

(
attT

t,w

[
v(l−1)

i ∥v(l−1)
j ∥ ei,j

]))
∑

k∈Nt,w(vi)
exp

(
ReLU

(
attT

t,w

[
v(l−1)

i ∥v(l−1)
k ∥ ei,k

])) (10)

FRF,k[i,j] =
MLPRF

(
v(L)

k

)
[i,j]

√
Nm

∣∣∣MLPRF

(
v(L)

k

)
[i,j]

∣∣∣ , 1 ≤ i ≤ Nm, 1 ≤ j ≤ NRF,k (13)

FRF,k[i,j] =


MLPRF

(
v(L)

k

)
[i,j]

√
Nm

∣∣∣MLPRF

(
v(L)

k

)
[i,j]

∣∣∣ , (j − 1)
Nm

NRF,k
+ 1 ≤ i ≤ j

Nm

NRF,k
, 1 ≤ j ≤ NRF,k

0, otherwise

(14)
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D. Complexity Analysis and Overhead Cost

In the aggregation procedure, we have the MLPs pt,w(·)
with t ∈ {b, u} and w ∈ {d, i}, while in the combination
procedure, we have the MLPs qt(·) with t ∈ {b, u}. Let
Cpb,d , Cpu,d , Cpb,i , Cpu,i , Cqb and Cqu denote the numbers
of floating point operations (FLOPs) of the MLP functions
pb,d(·), pu,d(·), pb,i(·), pu,i(·), qb(·) and qu(·), respectively.
The FLOPs of an MLP are determined by the number of
its layers and the number of neurons in each layer. Fur-
thermore, let Cattb,d , Cattu,d , Cattb,i and Cattu,i denote the
numbers of FLOPs in the corresponding attention mechanisms.
In addition, Let CBB and CRF be the numbers of FLOPs
in MLPBB(·) and MLPRF (·), respectively. Then the total
number of FLOPs for the HGNN is expressed as

Ctotal = L
(
K
(
Ik

(
Cpb,d + Cattb,d

)
+
(
Isum − Ik

)(
Cpb,i + Cattb,i

)
+ Cqb

)
+ Isum

((
Cpu,d +Cattu,d

)
+ (K−1)

(
Cpu,i +Cattu,i

)
+ Cqu

))
+ KCRF + IsumCBB . (18)

In practice, the number of layers L for the HGNN is set to
2 to 4, and the total complexity is mainly dominated by the
number of FLOPs in the aggregation part of the HGNN.

The overhead pilots consist of the pilots for sub-6GHz
channel estimation and partial mmWave channel estimation.
As the sub-6GHz CSI is needed for communication at sub-
6GHz band, the extra pilot cost only includes the pilots for
partial mmWave CSI estimation, which can be calculated as
K · Isum · Pilots(N̄m), where Pilots(N̄m) represents the
number of pilots for N̄m mmWave antennas.

The information required to be transmitted among differ-
ent BSs consists of the partial mmWave CSI, the cost of
which can be calculated as K · Isum · N̄m, and the hybrid
beamforming matrices, the cost of which can be calculated as∑K

k=1(Nm ·Ik +Ik ·Ik) for fully-connected beamforming and∑K
k=1(Nm + Ik · Ik) for partially-connected beamforming.

It is worth noting that information transmission between
BSs is achieved through (wired) backhaul communication,
resulting in relatively low communication costs. However,
the actual implementation of such backhaul communication
is challenging due to hardware costs and synchronization
issues, especially in OFDM systems, where the CPU needs
to send many precoding matrices to the BSs in a frequent
way. Reducing the information exchange between BSs for the
proposed HGNN is a challenging objective for the future study.

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, we evaluate the performance of our pro-
posed HGNN.

A. Simulation Setup

As shown in Fig. 6, we use the ‘O1’ scenario in the
DeepMIMO dataset [44] to generate the sub-6GHz and
mmWave channels. The DeepMIMO dataset is built by precise

Fig. 6. The ‘O1’ scenario in [44].

TABLE I
PARAMETERS TO GENERATE CSI IN DEEPMIMO DATASET

ray-tracing data from Remcom Wireless InSite and relays
on the environment geometry/materials, which implies the
reliability for machine learning. The sub-6GHz channel and
the mmWave channel generated by DeepMIMO share the
common environment, which determines the relevance of the
sub-6GHz CSI and the mmWave CSI.

In the ‘O1’ scenario, we divide the district from row 1400 to
row 2000 in user grid 1 into 4 cells. Each cell is served by
one mmWave BS, and all the cells are served by one sub-
6GHz BS. The number of active antennas for estimation of
partial mmWave CSI is set to N̄m = 4. K = 2, 3, 4 BSs
are set active and each BS serves Ik = 2, 4 UEs. The ULA
antennas of both sub-6GHz and mmWave BSs are deployed
in the y-axis direction. Other system parameters used in data
generation are listed in Table I. We construct a dataset with
11, 000 independent samples, of which 10, 000 samples are
used as training dataset and 1, 000 samples are used as test
dataset. In each sample, the locations of UEs are randomly and
uniformly generated in each cell. The sub-6GHz channels and
mmWave channels are generated according to the locations of
UEs by the DeepMIMO dataset.

B. Parameters of the Proposed HGNN

For both fully-connected hybrid beamforming and partially-
connected beamforming, the same network parameters are
utilized except for the normalization layer for analog precoders
FRF,k. The inputs of both heterogeneous graph networks
are a structural heterogeneous graph data consisting of a
graph G, a node type mapping function τ and a link
type mapping function ϕ, as defined in Subsection III-A.
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TABLE II
PARAMETERS OF THE PROPOSED HGNN AND TRAINING ALGORITHM

In the following simulations, we use HGNN-FULLY to refer
to the HGNN used for fully-connected hybrid precoding,
and HGNN-PARTIALLY to refer to the HGNN used for
partially-connected hybrid precoding. For the both HGNNs,
we set L = 4 and the detailed parameters are listed in Table II

C. Evaluation of the Proposed HGNN

1) Convergence: We first evaluate the convergence of our
HGNNs, and Fig. 7 depicts the spectral efficiency learning
curves of HGNN-FULLY and HGNN-PARTIALLY. It can be
seen that the training of HGNN-FULLY converges at about
40-th epoch while HGNN-PARTIALLY converges at about 20-
th epoch. As expected, HGNN-PARTIALLY converges faster
than HGNN-FULLY due to fewer outputs of the former. It is
interesting to see that the test spectral efficiency on the test set
is slightly higher than the training spectral efficiency for both
HGNN-FULLY and HGNN-PARTIALLY, which is owing to
Dropout.1 In addition, the fully-connected structure achieves
higher spectral efficiency than the partially-connected structure
as expected.

2) Effectiveness of Attention Mechanism and Residual
Structure: Fig. 8 investigates the impact of attention
mechanism and residual structure on the achievable per-
formance of the HGNN. The aggregation procedure of
the HGNN without attention is obtained by replacing (9)
with a(l)

i,t,w =
∑

j∈Nt,w(vi)
pt,w(v(l−1)

j , ei,j), while the
combination procedure of the HGNN without residual
structure is obtained by replacing (12) with v(l)

i =
qτ(vi)

(
v(l−1)

i , {a(l)
i,t,w, t ∈ A, w ∈ E}

)
. It can be seen that the

performance gain of the attention mechanism and the residual
structure is more significant in the fully-connected structure
than in the partially-connected structure. This is because the
optimization problem (7) for the fully-connected structure is
more complicated, and there are more degrees of freedom in

1Dropout works by randomly dropping out (i.e., setting to zero) some of
the neurons in a neural network during training. This is a common technique
to assist a deep neural network avoiding overfitting and help improving
the generalization, i.e., improving the performance on the data unseen in
training. Although the random dropout of neurons may miss some information
over connection of neurons, which would cause the training performance
‘degradation’, this kind of regularization can often avoid overfitting into the
features only related to the training data, e.g., noise, and therefore enhances
the model generalization capability. This reflects in Fig. 7 where the test
spectral efficiency is slightly higher than the training spectral efficiency.

Fig. 7. Training and test learning curves for HGNN-FULLY and HGNN–
PARTIALLY, in terms of spectral efficiency.

Fig. 8. Impact of attention mechanism and residual structure on the
achievable performance of HGNN.

Fig. 9. The spectral efficiency comparison of HGNN with various numbers
of active antennas N̄m, through which partially mmWave CSI is estimated.

design to be exploited by the attention mechanism and the
residual structure in the fully-connected structure. The results
of Fig. 8 hence verify the effectiveness of attention mechanism
and residual structure.

3) The Effect of Amount of Partial mmWave CSI: The
amount of partial mmWave SCI is measured by N̄m, the
number of active antennas in the partial mmWave CSI estima-
tion procedure. More active antennas means more information
about the mmWave channel. Fig 9 shows the performance
of the HGNN with different numbers of active antennas
N̄m. It can be seen that the HGNN works even with only
sub-6GHz CSI and no partial mmWave CSI. As expected,
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Fig. 10. The spectral efficiency of HGNN with/without the random phase
error of CSI.

with more partial mmWave CSI, the HGNN achieves higher
spectral efficiency, at the expense of higher training overhead.
It can also be observed that the performance gain from
increasing the partial mmWave CSI is more significant for
the fully-connected structure than for the partially-connected
structure.

4) The Robustness of the Proposed HGNN Under Phase
Error: To evaluate the robustness of our proposed method,
we further test the performance of our HGNN under the CSI
with random phase error. The random phase error is generated
by ei,j = ei,j · ejθ, where θ is a random variable, following
the normal distribution N (0, (5◦)2). Fig. 10 shows the spectral
efficiency of our HGNN with/without the random phase error
of CSI. It can be seen that the performance of the HGNN
degrade slightly due to the random phase error, which implies
that our HGNN is robust to the random phase error of CSI.

D. Performance Comparison

1) Comparison Benchmarks: We compare our method with
the MLP method, FusionNet method [16] and the alternating
methods, i.e., MO-AltMin for fully-connected structure and
SDR-AltMin for partially-connected structure [34].

In the MLP method, a vanilla MLP is utilized to generate
both analog beamforming matrices FRF,k and digital matrices
FBB,k, which are subsequently normalized to satisfy the
constant modulus constraint and power constraint. Similarly,
MLP-FULLY refers to the MLP for fully-connected hybrid
precoding while MLP-PARTIALLY refers to the MLP for
partially-connected hybrid precoding. The number of hidden
layers for the both MLPs is 3, and the numbers of neurons in
the three hidden layers are 200, 300, 500, respectively. Since
MLPs cannot directly deal with heterogeneous graph data, all
the node features, edge features, node types, and edge types are
concatenated into a vector as the input of MLPs. For fairness,
both MLPs are trained in an unsupervised manner with the
same loss function (17) as our HGNNs.

In the FusionNet method, we adopt the same network
structures as FusionNet in [16], where the sub-6GHz infor-
mation and mmWave information are fused in an attention
layer of the network. The original FusionNet is designed
for beam selection in the heterogeneous network where sub-
6GHz and mmWave coexist, and we modify its outputs as

Fig. 11. The spectral efficiency of HGNN, MLP, FusionNet and alternating
methods as the functions of SNR.

hybrid precoding matrix. Similarly, the FusionNet-FULLY
refers to the FusionNet for fully-connected hybrid precoding
while FusionNet-PARTIALLY refers to the FusionNet for
partially-connected hybrid precoding. The number of hidden
layers for the both FusionNets is 4, and the dimensionality
of hidden features for both sub-6GHz and mmWave before
fusion is 300. FusionNet-FULLY and FusionNet-PARTIALLY
are trained in an unsupervised manner with the same loss
function (17).

In [34], the alternating methods were introduced to approxi-
mate the optimal fully digital precoding matrix in the metric of
Frobenius norm by alternately iterating between the baseband
precoding matrix and the analog precoding matrix based on the
traditional optimization theory. Specifically, the MO-AltMin is
an optimization algorithm based on the manifold optimization
theory for fully-connected hybrid beamforming, while the
SDR-AltMin is based on the semi-definite relaxation (SDR)
algorithm for partially-connected hybrid beamforming. The
optimal fully digital precoding matrices for the MO-AltMin
and SDR-AltMin are generated by the WMMSE method [7]
in the simulation. Note that unlike the MLP method and
our HGNN, the entire mmWave CSI is required for the both
MO-AltMin and SDR-AltMin methods.

2) Comparison for Different SNRs: We first compare the
performance of the HGNN, FusionNet, MLP and traditional
alternating methods at different SNR levels in Fig. 11. It can
be seen that the performance of HGNN-FULLY and HGNN-
PARTIALLY are very close to the performance of MO-AltMin
and SDR-AltMin, respectively, over the whole SNR range
tested. This is very significant considering that only sub-6GHz
and partially mmWave CSI are fed to the HGNNs, while the
whole mmWave CSI is fed to the alternating methods. This
result also implies that the HGNN can learn the relationships
between the sub-6GHz channel and the mmWave channel
well and is capable of solving the challenging precoding
optimization problem (7) effectively. Also observe that the
performances of the HGNNs are significantly better than the
FusionNets and MLPs, due to the capability of HGNN to deal
with heterogeneous graph data and interference between UEs.

3) Comparison for Scalability of Different BSs and UEs:
We further test the scalability of the proposed HGNN, MLP
and alternating methods by adjusting the number of mmWave
BSs and the number of UEs per mmWave BS served, and
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TABLE III
COMPARISON OF TEST SPECTRAL EFFICIENCY (BITS/s/Hz) FOR DIFFERENT METHODS WITH DIFFERENT NUMBERS OF UEs AND mmWAVE BSs

TABLE IV
COMPARISON OF RUN TIME (S) FOR DIFFERENT SCHEMES WITH DIFFERENT NUMBERS OF UEs AND mmWAVE BSs

TABLE V
OVERHEAD COMPARISON FOR DIFFERENT SCHEMES

the results are presented in Table III. It can be seen that the
performance of HGNN-FULLY remains close to the perfor-
mance of MO-AltMin method for all the configurations. It can
also be seen that the performance of HGNN-PARTIALLY are
even better than the performance of SDR-AltMin method in
some configurations, especially when there are more UEs per
mmWave BS served. Furthermore, the spectral efficiency gap
between HGNN and MLP methods increases as the number of
BSs and UEs increase. This is because the MLP methods are
unable to effectively deal with the interference between UEs
and have low scalability for the network size.

4) Comparison of Run Time: We run MO-AltMin and SDR-
AltMin on 12th Gen Intel (R) Core(TM) i7-12700KF with
20 processors while the MLPs and the proposed HGNNs on
GeForce RTX 3080 Ti to demonstrate the computational advan-
tages of the proposed HGNN over the traditional alternating
methods. Note that both MO-ALtMin and SDR-AltMin are
unable to exploit the parallel computation of GPU due to their
sequential computational flows. The total run times of various
methods on the test dataset are compared in Table IV. It is
obvious that the proposed HGNNs consume much less run
time than the alternating methods. In addition, the run times of
the HGNNs are almost constant with different numbers of BSs
and UEs, while the run times of MO-AltMin and SDR-AltMin
increase as the numbers of BSs and UEs increase. The MLP
methods impose the lowest run time but their performance are
the worst.

5) Comparison of Overhead: The total communication
overhead consists of the additional mmWave pilot overhead for

channel estimation and the backhaul overhead for information
exchange between BSs. The comparison of overhead for dif-
ferent schemes is shown in Table V. It can be seen that HGNN
has the same pilot overhead as MLP and FusionNet methods,
while the MO/SDR-AltMin methods require the whole CSI,
resulting in higher pilot overhead. The backhaul overhead
of HGNN is lower than that of MO/SDR-AltMin methods,
as HGNN only requires the partial CSI to be exchanged
between BSs, while MLP and FusionNet methods do not
require the information exchange between BSs, and hence have
no backhaul overhead.

V. CONCLUSION

In this paper, we have focused on the multi-user multi-
cell hybrid beamforming problem at mmWave band under
the co-existence of sub-6GHz and mmWave communications.
In order to reduce the overhead cost, the sub-6GHz CSI and
only partial mmWave CSI have been utilized. We have mod-
eled the system as a heterogeneous graph and have proposed a
HGNN with the attention mechanism and residual structure to
solve this challenging problem. The numerical results have
demonstrated that our proposed HGNN outperforms other
machine learning methods in various scenarios. Moreover,
the utilization of attention mechanism and residual structure
has been shown to enhance the performance of the proposed
HGNN. For the future work, it would be interesting to inves-
tigate the reduction of the communication overhead between
BSs in more complex scenarios including the non-orthogonal
multiple access and RIS aided systems.
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