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Abstract. Ontology instances are in general stored as triples which associate two related entities with pre-defined relational descriptions. Sometimes such triples can be incomplete in that one entity is known but the other entity is missing. The automatic acquisition of the missing values is closely related to relation extraction systems that extracts binary relations between two identified entities. Relation extraction systems rely on the availability of named entities in that mislabelled entities can decrease the number of relations correctly identified. Although recent results demonstrate over 80% accuracy for recognising named entities, when input texts have less consistent patterns, the performance decreases rapidly. This paper presents OntotripleQA which is the application of question-answering techniques to relation extraction in order to reduce the reliance on the named entities and take into account other assessments when evaluating potential relations. Not only does this increase the number of relations extracted, but it also improves the accuracy in extracting relations by considering features which are not extractable only by comparison with named entities. A small dataset was collected to test the proposed approach and the experiment demonstrates that it is effective on the sentences of the Web documents obtaining 68% performance on average.
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1   Introduction

The increasing interest in knowledge technologies and the semantic web is leading to a rapid development of ontologies describing many and diverse application domains. Ontologies are often defined as shared conceptualizations of a domain and consist of concepts, relations between them and instance information held as entity-relation-entity triples.

A relation extraction system recognizes pre-defined relation types between two identified entities from natural language sentences. It infers the types of relations to be extracted either from a relation entry template or on ontology. Both define which types of entities are associated with the relations so that once the entities are available, appropriate relations can be extracted. Relations describe features specific to the entities linked and some of them are the binary links between two entities. For example, consider ‘painter’ and ‘painting’ entities. One of the properties attached to the ‘painter’ class is ‘produced’ that links to ‘painting’ specifying a semantic relationship between the two classes. Relation extraction is important for the task of automatically extracting missing values of instances in the ontology where the instance is represented as a binary relation (i.e. ‘entity – relation – entity’). 

When organizations (e.g. museums or galleries) hold large quantities of information in the form of ontologies, missing values for some data can occur for a variety of reasons. For example, the data are distributed across different locations limiting accessibility. Expert intervention is required to extract the values or additional information sources (e.g. the Web) might be needed to obtain such information. Here, we focus on the third situation where the Web holds a vast amount of information increasing opportunities for extracting such missing values. Figure 1 shows how automatic relation extraction systems (e.g. OntotripleQA) extract the missing instances from the Web. It identifies “impressionists” as an answer to the missing entity in the relation of “is_member_of” description which group “Renoir Pierre-Auguste” was a member of. 
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Fig.1. Showing how OntotripleQA accesses the Web to extract answers.

Search engines on the Web provide an interface where a user submits a query and receives a set of related documents. Although the search engines are efficient in retrieving documents sought-after, answering user queries with concise and accurate forms is not yet fully-fledged. That is, a user needs to sift through the retrieved documents in order to find answers to a question, e.g. ‘where was Bill Gates born?. In fact, the answer is hidden in the sentences of ‘Bill Gates was born on October 28, 1955. He and his two sisters grew up in Seattle’ and while it might be easy for a person to infer ‘Bill’ was born in ‘Seattle’, it is one of the tasks that the search engines are unable to handle. 

One of the reasons why it is difficult to extract a concise answer with the search engines is the fact that current Web annotations are too basic to enable the automatic extraction of answers sought-after and no explicit descriptions for entities conveyed are available. Recent interest in the Semantic Web highlights the importance of providing expressive mark-up with which meanings and roles of the words are well-defined. It is, in particular, important for sharing and communicating data between an information provider and a seeker over the Web. With the pages conforming to the Semantic Web standards, it would be easier for the information seeker to extract answers of interest. However, in the absence or lack of semantic annotations on the Web, it is useful to provide semi- or automatic tools for extracting the pieces of texts in order to reduce users’ efforts. Researches such as information extraction, question answering, and techniques like natural language processing, machine learning and traditional information retrieval are closely related.

Information extraction (IE) systems aim to provide easy access to natural language documents by organising data into pre-defined named-entity types and relations. Many IE systems mainly focus on recognising named-entities and recent experimental results showed that the performance could reach over 80% F-measure [15]. Whereas some systems try to extract relations, the number of relation types is rather small or no relations are extracted [2]. For example, although GATE [7] can recognize “Museum France” as a type of “organization”, it does not extract the fact that the “Museum France” holds a masterpiece of “Courbet”. In addition, whereas IE shows high accuracy for specifically collected texts, its performance on the Web is poor and requires much complex engineering. It implies that IE alone is not sufficient to be used for relation extraction. Question answering (QA) systems retrieve a short sentence or an exact answer in response to natural-language questions. Until recently, most QA systems only functioned on specifically created collections and on limited types of questions, but some attempts have been made to scale the system to unrestricted domains like the Web [12]. Experiments show that in comparison to search engines (e.g. Google), the QA significantly reduced user efforts to obtain answers. Its focus on responding a user query as a short passage or an exact answer has close similarity to the relation extraction where the relation is the answer pursued.

Since QA takes natural-language questions as an input, the question analysis that parses the query to identify core query terms, expected answer types, and any semantic/syntactic constraints on the answers is critical [18]. Its outcome directly affects answer retrieval and extraction modules so that a highly accurate and efficient method is required. A challenge lies in that the questions in general are too short to infer contexts and they have various types and topics, making it hard to predict regular patterns to classify them. Compared to the QA, relation extraction (RE) systems infer the types of relations to be extracted either from a relation entry template or an ontology. Both define which types of entities are associated with the relations such that once the entities are available, relations can be regarded as answers to the question constructed by using one of the associated entities. Then, relation extractions can be regarded as the QA task that finds answers (missing entity) to a question containing relation features and known entities. As such, the task of the relation extraction is repositioned as finding one entity name as an answer in a response to a question in which the other entity and the relation are implied. The types of the questions are limited to the description-oriented queries, although other types and more complex queries can be occur.

Most QA systems use named-entity recognisers for evaluating whether or not the given piece of text is an answer candidate [22]. Other assessments such as semantic distance to the query or structural evidence are also considered, implying that even though entities matching answers are not available, it is still possible to obtain the answers through other evaluations. QA systems aim at dealing with unlimited types of questions focused on how to make use of the terms in the questions in identifying answer clues and conditions upon which answer types are feasible in the questions. Its emphasis on answer selection and extractions are also useful for the relation extraction as it leads to be less dependent on the named-entities. 

This paper presents OntotripleQA, the application of QA techniques to the task of extracting ontological triples which are binary relations between two identified classes. The triples are the missing instances in the ontology where one entity is available and the other is missing. OntotripleQA aims at improving its relation extraction performance by incorporating techniques from general QA systems, especially the ones useful for dealing with the Web pages where named entities are difficult to identify and where semantic variations among the pages are large. For example, ‘date_of_death’ that specifies the date of when a person has died can be extracted from the following two sentences: “On July 27, 1890 Van Gogh shot himself in the chest. He died two days later” (source: http://www.euro-art-gallery.net/history/vangogh.htm), “Vincent van Gogh died at 1:30 am. on 29 July 1890” (source: http://www.vangoghgallery.com/misc/bio.htm). Obviously, “29 July 1890” is more easily extracted from the second sentence. Since most QA systems have only been tested within special collections and have not fully explored the Web documents, our focus is not to prove the usefulness of the QA on the Web pages; instead, OntotripleQA examines some components of the QA from the perspective of reducing poor performance of the relation identification when coping with unconstrained texts. In fact, the tasks, like a question analysis in the QA, can be simplified since the ontology provides necessary information concerning the query classification and the questions are fixed, making it easier to constrain expected answer types.

This paper is organised as follows: in section 2, reviews of the state-of-the-art in research on QA, IE and RE are presented; section 3 describes OntotripleQA beginning with the details of RE in the context of the ontology and the introduction of the QA modules incorporated. An experimental result is presented in section 4 followed by conclusion and future work.
2   Related Work

There has not been much research concerning relation extraction. It is one part of the tasks within the Message Understanding Conference (MUC) which focuses on various IE tasks. Aone et al. [3] presented a scalable relation extraction system by using NLP technique and a pre-defined template for specifying rules. However, the provision of manually created rules for each relation type can be a difficult and tedious task when the number of relations is large and few regular patterns among the relations is observed. 

Roth presented a probabilistic method for recognising both entities and relations together [19]. The method measures the inter-dependency between entities and relations and uses them to restrain the conditions under which entities are extractable given relations and vice versa. Local classifiers for separately identifying entities and relations are first calculated. Global inferences are derived from the local classifiers by taking the outputs in the form of conditional probabilities as inputs for determining the most appropriate types. An evaluation with test documents showed over 80% accuracy on entities and a minimum of 60% on relations. However, the computational resources for generating such probabilities are generally intractable.
REES, developed by [3] is a lexicon-driven relation extraction system aiming at identifying a large number of event-related relations. It depends on a verb for locating an event-denoting clue and uses a pre-defined template which specifies the syntactic and morphosyntactic restrictions on the verb’s arguments. We aim to generate the template automatically by using QA techniques instead of relying on knowledge experts or end-users. 

OntotripleQA uses an existing named-entity recogniser (GATE [7]) as well as a lexical database (WordNet [16]) for annotating an entity with pre-defined types. Similarly to the relation extraction, applying machine learning algorithms to induce entity recognition rules has been proposed. Freitag [8] uses SRV, a token-basis general-specific rule learning algorithm for information extraction from online texts. It makes use of grammatical inferences for generating pattern-based extraction rules appropriate for HTML structures. Its core token features are separated from domain-specific attributes making the SRV easy to apply to a new system. The evaluation shows lower performance of the multiple-value (e.g. project members) instantiations compared to that of single-value (e.g. project title) entities implying that the former is harder to extract. (LP)
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is a supervised wrapper induction system that generalizes extraction rules based on a bottom-up approach [5]. The generalization starts with word string features suitable for highly structured texts and gradually adds linguistic attributes to induce more appropriate patterns. It uses shallow-level natural language processing, such as POS tagging, or case information (‘lowercase’). The generated rules are corrected from mislabeled tags by inducing correct tag positions from a corpus provided. This correction step is one of contributions that enables (LP)
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to show a higher performance compared to other existing entity rule induction systems (e.g SRV).           

Recently, a few attempts have been made to incorporate ontologies into IE in order to make use of semantics of texts especially for unconstrained domains like the Web. As conceptual specifications, ontologies aim to provide a metalanguage for describing the meanings of concepts and properties, and support morphological and syntactic analysis so that resolving reference across documents will be improved [17].      

TREC12 (Text REtrieval Conference) introduced two new requirements to the QA task that retrieve an exact answer and only one answer in response to a question [22]. Previous conferences allowed participant systems to retrieve five answer candidates and the answers could have 50 or 250 bytes length. Test datasets are collected from the articles from newswires or newspapers, and the Web is often used for two different purposes; it acts as an additional source of finding answers or the Web redundancy provides one way of validating candidate answers. Relational triples were exploited by Litkowski [13] in matching answers with the questions given by converting both of them into database-like formats.
Most QA systems have named-entity recognition tools based on either manually created rules or automatic identification as a result of machine learning techniques, lexical dictionaries (e.g. WordNet) or gazetteers. The types of entities in generally are similar across QA systems, e.g. persons, organisations, locations, dates, measurement units, etc. QA systems follow three steps. Given a question, it starts with the query analysis that classifies the question according to its answer types by taking into account terms in the question. The results of the analysis initiate retrieval of candidate answers by using various retrieval techniques. Systems then examine the retrieved documents in order to extract answers by using NLP technique and named-entity techniques. Difference in performance results among various QA systems is attributed to different levels of sophistication in terms of the query analysis, named-entity recognition and answer extractions. Since QA systems in TREC can make use of examples used for previous TREC series, many systems examine the examples to create hand-crafted rules for question patterns with answers. For example, Hermjakob et al. [9] explored the idea of reducing the semantic gap between questions and answers by providing semantically interchangeable reformulations of the questions and assuming that searches for a correct answer which matches with any strings found in the reformulations. The paraphrasing includes syntactic as well as semantic variations, and on average, questions have 3.1 variations. One of the approaches of interest is to use the Web for answer validation. That is, Magniti et al. [14] identified that the main errors were attributed to the search and answer extraction components so that he proposed an answer validation component that validates an answer based on the number of co-occurrences between a question and the answer by mining the Web or a large corpus. It involves a validation pattern, in which the question and answer keywords co-occur closely and uses a statistical count of Web search results and document analysis

Whereas TREC allows no manual intervention in any steps of processing, most systems rely on rules manually created from example documents. As such, scalability and domain-dependency can be problems when QA techniques are imported to new domains. In OntotripleQA, the question analysis is rather simple as the types of questions and corresponding answers are pre-defined in the ontology. However, since it operates on the Web, document searching and answer selections might be harder compared to closed-domains, like newswires or newspapers. Creating rules manually requires a large set of examples from which regular patterns are derived. It is difficult to construct such rules from the Web documents since structural and semantic variations among them are large. OntotripleQA aims at reducing manual intervention by applying NLP and IR techniques.    
3   OntotripleQA

OntotripleQA is the application of QA techniques to the task of extracting relational descriptions between two entities from natural language sentences. The extracted relations are entered into the ontology after being verified by users. It uses the Apple Pie Parser [21] for a syntactic analysis and parts of the semantic analysis tools used in the Artequakt project [10]. OntotripleQA is an improved version of Ontotriple produced by incorporating components used for QA into the steps where poor performance was observed [11]. It also improves some modules in favour of dealing with new entities which are not extractable by the entity recognizer employed.

3.1 An Overview of OntotripleQA
Figure 2 shows an overview of OntotripleQA. Given a missing value of the ontology instance, its corresponding question is constructed and it is used for searching for answers with search engines. A set of documents are downloaded and examined in order to select the sentences which are assumed to be relevant to the question. The sentences are then analyzed and answer fragments are extracted from them. A scoring function is applied to the fragments in order to identify most appropriate answers to the missing value. 
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Fig.2: An overview of OntotripleQA 
3.2 Relation Extraction

Information in an ontology is structured as ‘class’ and ‘property’, where the property describes various attributes of the class. Some of the properties are binary links between two classes and these are of interest here. For example, the relation ‘produced’ links two entities of ‘painter’ and ‘painting’. A relation (triple) is defined as a property having two entities as arguments, and it is the task of OntotripleQA to extract the missing values of the entities. Consider, the triple of ‘place_of_birth’(‘Charles Anthony’,?), OntotripleQA searches the Web to extract ‘Paris’ as an answer for the question about where ‘Charles Anthony’ was born. A corresponding question to each triple is created when the ontology is constructed. Since the triples in general can be translated into description-oriented questions, it is rather straightforward. However, temporal features attached to the triples need to be considered. In particular, if ‘Charles Anthony’ is currently alive, the triple of ‘name_of_group’ (a group which a person is a member of) needs to be translated as both ‘which group was ‘Charles Anthony’ a member of’ and ‘which group is ‘Charles Anthony’ a member of’, whereas if he has died, only the latter is of use. Some triples depend on others in that the values of them are only available when the dependent triples are known. For example, ‘date_of_ownership’ is dependent on the ‘name_of_owner’ triple since it is reasonable to infer the first triple when we know who the owner is. 
3.3 Query Analysis

A query analysis takes questions in free-text as input and transforms them into appropriate formats for the answer extraction component. In Ontotriple, a query (i.e. artist’s name and relation name) is submitted to search engines without any expansions (e.g. the additions of related terms). A central focus was given to interpret a given sentence with regard to its similarity to the target relation triple. Retrieved texts were then fully analysed with NLP techniques following syntactic, semantic, and named-entity recognisers. Whereas this is simple to implement, some related documents might not be identified due to term difference to the query. This in particular affects the triples like “name_of_school” (i.e. intuitions where a person studied) where the number of instances extracted is what matters. Based on the assumption that if a given query is converted into a format which resembles answer sentences it could maximize chances of extracting the missing triples, the transformed query is submitted to search engines to retrieve initial answer documents.   
By contrasted with typical QA systems, associating the query with expected answer types is omitted here since the ontology created provides such information. That is, the query analysis obtains the information about the semantic types of answers from the ontology. Each question is expanded with additional synonyms obtained from the ontology and lexical database (i.e. WordNet). One of the advantages of enriching the queries with terms which are deemed to occur in answer sentences, is that not all the retrieved sentences are required to be analysed. That is, only sentences which are matched with the query terms are analysed. Currently, the query conversion is based on manually constructed rules:
· Convert wh-question into a statement: we ignore auxiliary verb and substitute it with a main verb, e.g. “which school did Charles go to”=> Charles went to <Answer>

· Add synonyms based on WordNet: for each relation, a verb assumed to be representative is associated with a sense number as defined in WordNet. For example, “who is the owner of SunFlower” has ‘own’ verb with the sense 1, and it has synonyms of ‘has’ and ‘possess’ => <Answer> (own OR has OR possess) Sunflower.

· Add synonyms based on the ontology: ‘own’ verb asserts the state of having ownership according to WordNet definitions with no regard to how the ownership has been changed. It could be caused by purchasing, gift or transferring. In ontology, however, this is fully described through the acquisition event which links an art object to an owner. WordNet specifies various ways of acquiring objects, e.g. buy, purchase, receive, and accept which are of use to expand the owner relation. For example, “who is the owner of SunFlower”, is expanded <Answer> (purchased OR bought OR received OR inherited OR acquired OR got OR donated) Sunflower.  

3.4. Ontology-based Query Type Expansion

Typical QA systems manually define a table of expected answer types in response to query types. In OntotripleQA, the table is replaced with the ontology triples. A triple defines a relation with two surrounding entities such that it is easy to know what type of entity is required for a given relation. An ontology is the conceptual specification of the hierarchy of the triples defined, and entities are structured according to their super/sub relations and the concept of inheritance makes the relations to be regarded as ‘generalisation/specialisation’. The range and complexity of the ontology depends on the applications used or the roles of the ontology are aimed at. For example, [17] conceptualizes not only hierarchical definitions but it also define physical or geographical descriptions such as ‘part-of’ and ‘is_part_of’. These descriptions are of use when comparing or merging two entities. In OntotripleQA, the ontology has direct access to an external lexical database (i.e. WordNet) to obtain such information. The direct access makes it easier for the ontology to get up-to-date information.
We created the ontology based on the CIDOC CRM (Conceptual Reference Model) which defines artefacts and various concepts related to cultural heritage domains [6]. Figure 3 shows a part of the ontology created. For example, a concept E84.Information_Carrier has two relations: P138F.represents and P52F.has_current_owner, where the former links to E21.Person, denoting a person depicted in an art object and the latter specifies a group of people (E74.Group) who owned the art object. OntotripleQA refers to the ontology’s hierarchical network when it needs to infer further information concerned with extracting the triples. For example, when it is not explicitly known if a given entity is of type “E74.Group” defined as “any gathering of people”, the sub-class ‘Legal_Body’ (any intuition or a group of people) or the super-class (people or person) can be alternatively used for matching the entity.        
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Fig. 3. A snapshot of the ontology created

Term difference between a class name in the ontology and a named-entity can occur since the ontology was based on the CRM which does not take into account terminologies used for the entity recognizer used (i.e. Gate). We refer to WordNet for matching the names in the ontology with the entities by looking up the class definitions. This process is not automatically performed yet since it is still difficult to convert the class definitions including scope notes into machine-readable formats without human intervention.

3.5 Answer Retrieval

Answer retrieval is responsible for retrieving candidate answers to a query by submitting its transformed query statement to search engines. Each query is expanded as described in section 3.3 such that multiple queries are posted to the search engines. The number of questions submitted depends on the questions as some of them may have a large group of synonyms. For each retrieved document, a set of sentences are derived. In order to select only the sentences which might contain answers to a given query, it is necessary to measure how well each sentence is related to the query. Similarity reflects the degree of term correlation, which quantifies the closeness of index terms that occur both in the query and in the sentence. It is computed by using the Cosine measurement [20] after converting the sentences into the revised TFIDF vector models adapted to sentence-centric term-weighting methods: 
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After ranking the sentences according to the similarity values, each sentence is examined to test whether it conforms to the ontological definitions (i.e. whether it contains the types of missing entities). The output of this module is a set of sentences which are assumed to contain the answers. This is one of differences between Ontotriple and OntotripleQA. In Ontotriple, all sentences from the retrieved documents are examined and parsed by using NLP techniques and named-entity recognition. It is due to the fact that the query to the search engines in Ontotriple is not expanded but the sentences retrieved are analysed in terms of their semantic expansions. Although it seems to be expensive to examine all the sentences, if the number of relations sought-after is large and if the number of sentences matched with the relations is large, this might be effective.

3.6 Answer Extraction and Answer Scoring

Answer extraction extracts answer fragments from the sentences selected in the answer retrieval module. Since most answers are in the form of noun, a focus is given on a proper noun (e.g. person name or city name). Each fragment is categorized with the following criteria: 1) the location of the fragment in the sentence (i.e. after or before a main verb), 2) the availability of proper nouns, and 3) the similarity between a verb in the sentence in which the fragment is extracted and the verb associated with the question. 
A weighting is applied into the answer fragments in order to assign higher evaluation values to more reliable ones and this is defined as:
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) is identified, i.e. the named entity recognizer (gate=0.6), WordNet (wn=0.4), part-of-speech tag (ps=0.2), or both by gate and wn (gatewn=0.8). A maximum value of among the four options is considered. 

Counting the number of candidate answer occurrences aims to counteract the Web redundancy which implies similar information is stated in a variety of ways and repeated in different documents such that single instance of an answer may not provide sufficient justification of relevance. For example, without considering further context, the following both sentences are assumed to contain valid answers to the query of the date when “Vincent Willem van Gogh” has died: “Vincent Willem van Gogh is born on March 30, 1853, in Zundert”, “Theo’s son, Vincent Willem van Gogh, is born in January 1890”. In fact, the answer is in the first sentence since “Gogh” in the second sentence refers to the nephew of “Vincent Willem van Gogh”. Given a list of scored answers, similar answers are grouped together and the weighting is summarized over one distinctive answer.

4   Experimentation

This experiment tests the effectiveness of the proposed approach in extracting missing values of the ontology instances from the Web documents. It is evaluated with respect to its capability of correctly ranking candidate answer relations such that the most appropriate relation can be extracted. The scoring function as described in section 3.6 arranges the answers in the order of relevance to a given missing relation and the performance of OntotripleQA is measured by the proportion of the correctly first ranked relations to the total number of correct relations. A contribution is summarised in the following. OntotripleQA is able to extract correct relations when no named entities related to the relations are derivable reducing its reliance on the availability of named entities. It is more efficient and fast since it filters out the sentences which are evaluated as less relevant to the query measured by a simple similarity method (i.e. Cosine similarity) before applying NLP techniques. In addition, OntotripleQA enables to retrieve more numbers of relevant answers by using the QA techniques such as the conversion of the missing relations into a query which resembles the statement from which the relations can be easily extracted.
4.1 Dataset
A total of 12 relations were tested with one artist name (i.e. ‘Vincent Willem van Gogh’) and the top 10 documents from the ‘Google’ search engine were retrieved. As described in section 3.3, corresponding questions for each relation are constructed and were expanded with synonyms according to WordNet and the ontology hierarchies. In addition, each question converted is formatted following the search syntax of ‘Google’. For example, the submitted query to ‘Google’ for the “date_of_birth” is Vincent Willem van Gogh +was born OR given_birth OR delivered. Since the questions here were converted from the triples in the ontology specifications, most of them are fact-based and have short-length (i.e. four words on average). Table 1 shows the details of the dataset. For the relations concerning “school” and “work”, multiple answers are expected since a person can attend or work more than one places and for organizations. 

Table 1: The details of dataset

	Relation
	A converted question
	An example of answer

	Date_of_birth
	When was Vincent Willem van Gogh born
	30 March 1853

	Place_of_birth
	Where was Vincent Willem van Gogh born
	Groot-Zundert

	Date_of_death
	When did Vincent Willem van Gogh die
	29 July 1890

	Place_of_death
	Where did Vincent Willem van Gogh die
	Paris

	Name_of_father
	Who was Vincent Willem van Gogh's father 
	Theodorous van Gogh

	Name_of_mother
	Who was Vincent Willem van Gogh's mother
	Anna Cornelia Carbentus

	Name_of_school
	What school did Vincent Willem van Gogh attend
	Art academy

	Date_of_school
	When did Vincent Willem van Gogh attend
	1885

	Place_of_school
	Where did Vincent Willem van Gogh attend
	Antwerp

	Name_of_work
	What did Vincent Willem van Gogh work for
	Art dealer, Goupil & Co

	Date_of_work
	When did Vincent Willem van Gogh work for
	1869

	Place_of_work
	Where did Vincent Willem van Gogh work for
	Hague


4.2. Results
Table 2 shows the experimental results. In order to examine the impact of various similarity factors on the scoring function, Table 2 also shows three different performance results. Performance A is set as: 
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= 0.5. In addition, the performance of a baseline which extracts relations by considering the similarity between a verb in a given sentence and the verb associated with the relation is given. The baseline also only considers the entities extracted from the named entity recognizer and WordNet as similarly to Ontotriple [11].

 Table 2: The experimental results
	Relation
	Performance A
	Performance B
	Performance C
	Baseline

	Date_of_birth
	100%
	100%
	100%
	100%

	Place_of_birth
	100%
	100%
	100%
	100%

	Date_of_death
	100%
	50%
	50%
	100%

	Place_of_death
	50%
	50%
	100%
	0

	Name_of_father
	50%
	33%
	33%
	0

	Name_of_mother
	50%
	33%
	33%
	0

	Name_of_school
	50%
	33%
	50%
	50%

	Date_of_school
	100%
	50%
	100%
	50%

	Place_of_school
	50%
	50%
	50%
	50%

	Name_of_work
	66%
	33%
	33%
	33%

	Date_of_work
	66%
	33%
	66%
	33%

	Place_of_work
	33%
	33%
	33%
	33%

	Average
	68%
	50%
	62%
	42%


Overall, performance A obtained the highest accuracy as shown in table 2, although it did not correctly rank the answers in the first position for some relations. That is, it was only able to rank the right answer in the second position for the relations of “place_of_death”, “name_of_father” and “name_of_mother” (i.e. 50%). We examined the Web pages retrieved in order to investigate why these relations were hard to extract and discovered that these relations were only mentioned in a small number of documents and the information was only indirectly implied. For example, only 2 among 10 pages mentioned the names of father and mother, and both of them stated the information in the sentence “His father, Theodorus van Gogh, his mother, Anna Carbentus, and his brother all lived in Zundert”, in which it is rather difficult to associate “Thedorus van Gogh” as the father’s name.

It is hard to derive any strong conclusions regarding how well the proposed approach would be applied to other domains since the tested dataset was small. However, the close examination of the results reveals that many correct answers were not extractable by the entity recognizer since the recognizer has a limited coverage of entities. It implies that other assessments such as the distance between the answer fragments and the questions would be of use when the recognizer fails to identify answers.

5   Conclusions and Future Work

We presented an overview of OntotripleQA which is the application of question-answering techniques to the task of extracting ontological triples from Web documents. Triple are the relational descriptions between two identified entities, and incomplete triples can occur when one of the entities is missing. It is the task of OntotripleQA to automatically extract the pre-defined relation types. Relation extraction systems are dependent on the availability of named entities in that mislabelled entities can decrease the number of relations correctly identified. This observation led us to take into account the techniques used by QA which in general take identified named entities as one of the assessments, implying that even though entities matching answers are not available, it is still possible to obtain the answers through other evaluations. The experimental results as described in section 4.2 demonstrated that OntotripleQA obtained on average 26% higher performance compared to that of the baseline approach

OntotripleQA assumes the existence of pre-defined classifications for questions and the corresponding answer types since these can be inferred from the ontology. When a new triple is added, a question is created manually and it initiates OntotripQA to look for answers. Compared to the questions explored in other QA systems, it only deals with fact-oriented question types since most triples in the ontology are binary relations which are the descriptions between two entities. Other types include ‘definition’ (e.g. what are polymers?) or questions that ask for a list of items (e.g. Name 6 films in which Jude Law acted). Whether or not OntotripleQA needs to expand its coverage to deal with these types of questions depends on the ontology used. Whereas it was rather straightforward to convert the ontology triple into a natural language question, an automatic transformation might be necessary if the conversion relies on an end-user whose NLP expertise is low.
Verifying extracted answers before entering them into the ontology is necessary in order not to store false or unconfirmed data. Anyone can publish anything on the Web and no Web standards exist to ensure content accuracy. In addition, expert reviews for content justification are hardly available. As such, the quality of data significantly varies on the Web. Authority of information sources, for example, the idea that information from prestigious organisations is more reliable than that from a young child, can be used to help with such verification.

The investigation of inter-dependency between the triples is of interest for a future study. If some triples tend to be extracted from the same sentences or from the same documents, we can assume that those triples have certain levels of association which OntotripleQA can make use of when it searches the Web.
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