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Abstract—A new approach to image retrieval is presented in
the domain of museum and gallery image collections. Specialist
algorithms, developed to address specific retrieval tasks, are
combined with more conventional content and metadata retrieval
approaches, and implemented within a distributed architecture
to provide cross-collection searching and navigation in a seam-
less way. External systems can access the different collections
using interoperability protocols and open standards, which were
extended to accommodate content based as well as text based
retrieval paradigms. After a brief overview of the complete
system, we describe the novel design and evaluation of some of
the specialist image analysis algorithms including a method for
image retrieval based on sub-image queries, retrievals based on
very low quality images and retrieval using canvas crack patterns.
We show how effective retrieval results can be achieved by real
end-users consisting of major museums and galleries, accessing
the distributed but integrated digital collections.

Index Terms—Art images, content based image retrieval, crack
analysis, wavelets.

I. INTRODUCTION

CONTENT based image retrieval from large digital collec-
tions has continued to challenge the image processing and

computer vision communities in-spite of substantial research
efforts in the area in the last ten to fifteen years [9], [23],
[28]. Although content-based techniques offered, and continue
to offer, the possibility of alleviating, if not overcoming,
the problem of labour intensive keyword classification, their
promise remains largely unrealized and commercial content
based image retrieval systems have so far failed to achieve
significant commercial success [24]. General approaches based
mainly around color and texture feature extraction are still
being refined [25], [26], while current shape based retrieval is
only useful in rather limited domains [27].
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The need for effective image retrieval facilities continues to
increase as digital libraries, personal image capture systems and
the applications of imaging in science and medicine all expand
rapidly. The problem of image retrieval on the web is a re-
lated challenge and it is interesting to note that here too the
approach has been to rely mainly on associated text and meta-
data. Most commercial users of image collections also continue
to use metadata for general purpose retrieval tasks and the se-
mantic gap is identified as the main culprit in the field [29].
Some of the most promising work attempting to overcome the
problem is concerned with automating the building of associa-
tions between image features and semantic concepts [30], [31].
However, such research is in its infancy and does not offer vi-
able solutions for real applications in the immediate future. Var-
ious commercial and close to commercial experimental research
systems have appeared such as QBIC [37], Virage [32], Netra
[33], VisualSEEK [34], Mars [35], Photobook [36] and many
others offering a variety of techniques and user interfaces for
content-based retrieval, but none of these is seen as the panacea
for all image database problems.

This paper is concerned with the problem of delivering
effective integrated content and metadata based image retrieval
across disparate image databases for several major museums
and galleries across Europe. Even when textual metadata
is available, problems of incompatibility between metadata
schema can make cross-collection searching problematic. Prior
to this work, access from one gallery system to another was
not common even when using only textual data and it was not
undertaken at all for cross-collection content based retrieval.
However, the value of cross-collection searching was seen as
a highly desirable objective, not only between museums, but
between multiple databases within a single museum. In this
paper we show how several novel and specific content-based
techniques combined with general content-based techniques
and a novel approach to interoperability can make cross-col-
lection content and metadata based searching an effective
approach for real end-users. The work formed part of an EU
funded project called ARTISTE.

Content-based retrieval (CBR) of art images has been a
particular challenge [1]–[3] as the image content covers a
vast range of subjects and requirements from end-users are
often very loosely defined. “Traditional” content based image
retrieval algorithms have typically been applied with only
limited success. In our approach we have augmented these
traditional content-based retrieval algorithms with algorithms
targeted at specific retrieval tasks identified as a high priority
for the museums. We have also addressed the need for seam-
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Fig. 1. ARTISTE system architecture.

less cross-collection metadata based searching which can be
applied either separately or in combination with the content
based searching. Individual database schemas of the galleries
are preserved and mapped to a common schema using RDF
(Resource Description Framework) [4] and the distributed
architecture not only preserves each gallery’s control over its
own collection but accelerates and simplifies cross-collection
searching in an integrated manner.

The next section gives a brief overview of the architecture de-
veloped to facilitate the distributed cross-collection searching
and in the third section we describe the content based facili-
ties implemented within the architecture. Particular attention is
given to the novel special purpose algorithms introduced to pro-
vide sub-image matching and query by low quality image. The
motivation for these algorithms and their evaluation are also pre-
sented in Section III. Real examples of combined and cross-col-
lection searching are given in Section IV and conclusions and
future work are presented in Section V.

II. ARCHITECTURE FOR CROSS COLLECTION SEARCHING

The ARTISTE architecture, developed to facilitate cross-col-
lection content and metadata based searching, is illustrated
schematically in Fig. 1. Each participating museum has its
own instantiation of the system and its images were held as
binary large objects (BLOBS) in an object relational database
management system (ORDBMS) from NCR, although this has
since been replaced with mySQL [8]. The image processing
functions were implemented as user defined modules (UDMs),
which are executed within the database, minimizing data
transfers and facilitating use of the system’s parallelism [7].
Metadata is also stored in the database and complex queries,
involving both image processing functions and metadata can be
called directly from SQL.

Access to the system is achieved through standard web
browsers, the pages being generated in the presentation layer
using JSP (Java Server Pages) and Java Servlet technology. The
distributed query layer, which is implemented as a web service
using XML messaging and SOAP (Simple Object Access
Protocol), provides a single interface to the disparate image and
metadata collections and enables end users to seamlessly search
individual or combined collections. Interoperability is usually
achieved by using open standards, but as retrieval standards
have been traditionally concerned with text based searching, we
participated in an initiative [39] to redesign the open standard
for interoperability between digital libraries, z39.50, using web

technologies. The initiative proposed a Search and Retrieve
Web Service (SRW) for searching databases containing meta-
data and objects and we extended the capabilities of SRW to
enable both image content and metadata based search over
multiple collections.

An image processing API was implemented to allow the
Artiste Server to access the image processing functions within
the ORDBMS. With over 2 Tbytes of images from the mu-
seums, scalability was a prime concern. Images accepted into
the systems are analyzed by the UDMs to produce feature
vectors which are also stored as BLOBS within the database.
During a query, these feature vectors are compared by fast
operators which return scores. All the image processing code
was written in C/C++ using the VIPS/ip library [6]. An admin-
istration interface also allowed new algorithms to be added to
the system.

The syntax and semantics of standard metadata terms are de-
fined using resource description format (RDF) [4] and map-
pings are provided from each collection. The mappings refer
to common metadata schema such as Dublin Core [5] but are
not limited to this. RDF schema is also used to describe image
content as a metadata item. The operators (implemented using
image processing algorithms.) relating to image content are ex-
plicitly defined along with the constraints under which these
operators can be applied. For example, the multi-scale color co-
herence vector algorithm, MCCV, (see following section for de-
tails) implements a “part of” operator which can be applied to
an image to allow a sub-image to be found within it. The textual
metadata equivalent would be to search within a string to find
a key word. In this way it can be seen that a uniform approach
is taken to the semantics of searching both textual content and
image content.

The use of RDF provides a flexible solution to cross-col-
lection searching. Mapping to common semantics requires no
changes to local metadata and schemas. Multilingual transla-
tion of metadata attribute names allows the user to use their na-
tive language when specifying which attributes to search over
for multiple collections. Finally, by publication of the RDF, a
gallery can provide a machine readable description of any search
and retrieval services it chooses to expose. This allows software
clients to dynamically constrain the search facilities offered to
users so that only the available query functionality is used.

III. CONTENT BASED IMAGE RETRIEVAL

Many content-based image retrieval (CBR) systems work
with whole images and address questions of the form find me
images similar to this query. General techniques based on such
features as color distribution, texture, outline shape and spatial
color distribution have been popular in the research literature
and in content based retrieval systems. Several extensive gen-
eral reviews of content-based image retrieval techniques have
appeared in recent years [9], [23], [28]. CBR has been applied
to art images since the 1980s with the Morelli project [1] and
IBM’s QBIC for example has been applied to such images in
collaboration with UC-Davis [2] Previous approaches usually
applied a generic CBR system to a group of Art images to see
how useful it would be. In Artiste, by contrast, our aim has been
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Fig. 2. The image of the baby represents a query, and the result of sub-image matching is shown as a rectangular boundary in the Moise présenté à Pharaon
image on the right.

to augment these traditional CBR approaches with solutions to
specific CBR problems by developing algorithms tailored to
the tasks, rather than only producing generic solutions for all
queries. Use of the color histogram [10] for comparing images
has been popular, primarily because it is easy to compute, is
fairly insensitive to small variations between images and is
relatively efficient in terms of computation speed and storage
requirements. It has the disadvantage that it does not capture
any information about the distribution of the colors spatially
within the image and various techniques to capture such
information have been proposed including the color coherence
vector approach [11] and the use of color pairs [12].

In the Artiste system we began by introducing standard CBR
algorithms for color based retrieval based on histograms of var-
ious color spaces (RGB, HSV, LUV), for texture based retrieval
using the pyramid wavelet transform [38] and for spatial color
based retrieval using color coherence vectors. Feature vectors
for all these algorithms were pre-computed when the images
entered the system and facilitated very general content based
searching on a full image basis which could be combined with
metadata based searching to effect retrieval. However, many
techniques like these only work on the complete image, will not
allow the query image to be a sub-image of the image to be re-
trieved and often require similarity in image resolution between
query and target.

A. Sub-Image Matching

Our collaborating galleries had a specific requirement to be
able to retrieve the full image of a painting, given a query image
which is of a fragment of the full painting (i.e., a sub-image).
The query may have been captured under different conditions
and possibly at a different stage in the restoration process from
the parent. If the connection between the parent painting and
the fragment has been lost, the need for sub-image matching in
order to re-identify the parent becomes clear, particularly as the
collections contain large numbers of very high resolution im-
ages. Our approach to the sub-image problem has been to divide

the images into a pyramid of image patches, extracting feature
vectors for each patch and matching the query feature vectors
with each of the feature vectors from the database images to
find the best match [13]. We have used a patch size of 64 by 64
pixels, a compromise reached by experimentation. The require-
ments were not for a match to the nearest pixel but to a general
area. In this approach we also have patches offset horizontally
by 32 pixels both horizontally and vertically to provide a hit lo-
cation to within 32 pixels. The resolution of the image is then
reduced by a factor of two and the process repeated recursively
until the image is approximately covered by a single patch. In
general, global techniques such as the color histogram are not
effective for sub-image matching in their basic form and pre-
vious workers have also used the hierarchical approach.

For matching based on color combined with its layout, we
used the color coherence vector (CCV) [11] as the feature vector
of each tile, since it carries useful local spatial information. Our
hierarchical version is named the multiscale CCV or MCCV al-
goritm. The color coherence vector records the numbers of co-
herent and incoherent pixels of each color in the patch, where
a coherent pixel is one which belongs to a region of similar
colored pixels whose relative size is above a certain threshold.
The color space is quantised into 64 cells. The CCVs are coded
for rapid matching and could be compared at an average rate
of 265 000 per second on a 600 MHz Pentium III processor.
In Fig. 2 we show a genuine museum query image which is
a fragment of a painting captured before restoration work at
the Louvre laboratory. The best match is shown in the same
figure and it can be seen that this is the correct parent image
but after restoration. (The before restoration image was not in
the database). Note that the position of the match is highlighted,
a useful facility when dealing with small fragments from ultra
high resolution images. This particular parent image is 6328
by 4712 pixels. It should be stressed that the parent image was
scanned at 1.47 pixels per mm of the original painting whereas
the sub-image query was captured at a quite different resolution,
0.92 pixels per mm. In this test there were over 1000 images in
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the database varying in size from 440 000 pixels to 30 000 000
pixels and the retrieval process took 45.8 seconds on a Pentium
III 600 Mhz PC.

In order to evaluate the performance of the MCCV algorithm
when sub-image quality is less than ideal we use the test data-
base of 1000 images described above. Sets of query sub-images
were selected at random from the test database and modified in a
variety of ways and with varying strengths. Four strength levels
are used for each modification type. Since the sub-images used
in the tests were taken directly from the parent, it was impor-
tant to try and simulate the wide range of possible sub-image
queries which could be submitted as a result of different image
capture conditions, resolutions and image sizes. The three types
of modification chosen to achieve this were as follows.

• Blurring: which consisted of the application of a 3 3
averaging window, applied once for the first strength (S1)
of blur, three times for the second (S2), five times for the
third (S3) and seven times for the fourth strength (S4).

• Noise addition: which consisted of adding Gaussian noise
to the sub-images. The strength of the noise was deter-
mined by the standard deviation, sigma, of the Gaussian
noise distribution. A strength of one (S1) corresponds to
a sigma of one, a strength of two (S2) corresponds to a
sigma of three, S3 corresponds to a sigma of five and S4
to a sigma of seven.

• Resizing: which consisted of reducing the size of query
sub-images by a specified percentage determined by the
strength. A strength of one (S1) corresponds to 0% reduc-
tion in image size, S2 corresponds to 20% reduction, S3 to
a 40% reduction and S4 to a 50% reduction. The resizing
was achieved by averaging pixel values from the original
which contribute to pixels in the reduced image.

The evaluation procedure was as follows.

Randomly select 100 images, , from the
database.
For each image in randomly select a
random sized sub image area and store in

For all image operations, (Blur, noise,
sub-sample, identity)
For each image in
Apply image processing operation to
image to produce image .
Create MCCV feature vector from image
.

Compare with all feature vectors in
database.
Order similarities and record rank infor-
mation.

The graphs in Fig. 3 are cumulative graphs of the retrieval
results. They show the percentage of correct matches, across the
tests, found within the top X hits where X is given by the within
rank value on the coordinate. The legends in the graphs show
the strengths at which the algorithms were applied, where S1
is the weakest through to S4 the strongest. Note that for each

(a)

(b)

(c)

(d)

Fig. 3. Retrieval performance graphs for sub-image matching. S1 to S4
indicate the four strengths with which each of the distortions was applied (see
text for definitions).

query in these tests there is only one correct match so precision
and recall metrics would be less useful in this context.
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The first graph (Identity Tests) shows the results when no cor-
ruption is applied to the sub-images. It can be seen that 88% of
the tests gave the correct match as the best match found and 96%
of the tests found the correct match in the top ten best matches.
The Blur test shows that even with the highest strengths of blur,
the correct matches are found above 90% of the time within the
top 10 hits. The robustness to noise is less successful and the
correct matches are found in the top 10 hits for only about 70%
of the tests. Robustness to resizing is reasonable since, although
only about 70% of the tests gave the correct match as the best
match when applying the strongest resizing, it can be seen that
at least 90% of the tests find the best match in the top ten for all
strengths of resizing.

The multi-scale algorithm has been implemented in such a
way that any appropriate algorithm applicable to whole images
may be used in a multi-scale version without further implemen-
tation. Thus, for example, our texture matching algorithm, based
on the wavelet transform, is also used for sub-image matching
when the required basis for sub-image matching is texture.

B. Query by Low Quality Image

One of the problems which galleries sometimes encounter is
being asked “have you got this particular painting or art work
in your collection?” when the image submitted as the basis for
the query is a very poor and anonymous representation of the
original. The image is typically monochrome, perhaps a photo-
copy of a book image, a fax of a postcard or some other low
quality representation. The query images are essentially binary
and the problem for query by example is that, in order to calcu-
late the similarity to a database image, it is necessary to degrade
the database image in a way which depends on the query so that
pre-computation of the feature vectors is not straightforward.

Two approaches to the problem were developed. Both involve
resizing the images to some standard. The first approach uses
a pixel by pixel comparison, resulting in a very slow but rela-
tively high accuracy retrieval. This method is referred to as the
slow query by low-quality image (QBLI) method. It is used as
a yardstick for comparison to a faster, wavelet-based algorithm.
We call this wavelet-based method the fast QBLI method. It is a
modification of the slow QBLI method and has the advantage of
high retrieval accuracy while maintaining a low computational
load. Throughout this section genuine fax images, received by
galleries, are used as our query examples.

C. Slow QBLI Method

The slow QBLI method is based on the fact that the low
quality images are almost binary in nature. The query image is
first converted to be totally binary, and the percentage of black
(or white) pixels is computed. The image to be compared to the
query is then converted to binary by thresholding the luminance
in such a way that the percentage of its black (or white) pixels is
similar to that in the binary query image. Both binary images are
re-sampled to the same size 64 64 pixels) and a pixel by pixel
comparison is made. The number of matching pixels, as a per-
centage of the total number of pixels, is used as the similarity
measure and the database images are presented in decreasing
order of similarity.

The slow QBLI algorithm is not ideal for interactive retrievals
since it involves a high computational load. Using this algo-
rithm, it is not possible to do any pre-computing without using
large amounts of storage to hold multiple binary versions of each
database image, corresponding to the range of possible thresh-
olding values. For this reason, all calculations are performed
during the retrieval process making this a slow but very accu-
rate process for query by low quality images.

D. Fast QBLI Method

For this method the Pyramid Wavelet Transform (PWT) coef-
ficients [14] are used to compute the feature vector of an image.
The reason for using the PWT is that, for a nontextured image,
the frequency content is concentrated in the low frequency re-
gion, thus image decomposition is needed just for the low fre-
quency band. Moreover, the PWT has a compact feature vector
and a low computational load, which is essential for the retrieval
algorithm.

Since the quality of the query images is so low that they differ
substantially from their originals, applying the PWT to the orig-
inal image will not produce a feature vector close enough to the
feature vector from the query. As in the slow QBLI method, the
query image is first converted to a binary image, before the PWT
is applied. A similar conversion to binary is applied to each of
the database images, choosing a threshold which makes them as
close as possible (in terms of the proportions of black and white
pixels) to the binary fax image, before the PWT is applied.

This method may seem to be unsuitable for interactive re-
trieval applications since it requires the feature vectors of the
images in the database to be computed in advance. However,
due to the compact nature of the wavelet signatures, it is pos-
sible to implement the algorithm in an effective manner. The
algorithm consists of two steps; binary image creation and fea-
ture vector computation and comparison.

As stated earlier, since the query images are almost binary, it
is better to compute feature vectors in the binary domain. The
query image can be converted to binary by thresholding at the
centre of the grey scale range covered by the image. In order for
the feature vector of a database image to be compared fairly with
the feature vectors from the query, the database image must also
be converted to binary. But the choice of threshold is not imme-
diately obvious. For the original database image corresponding
to the query, an appropriate threshold is again chosen as the one
that produces a binary image with the same percentage of black
(or white) pixels as the binary form of the query image. This per-
centage could be used for all the database images, but it varies
from query to query.

How can the percentage be matched if the feature vectors
from the binary versions of all the database images are to be
pre-computed? Note that since the query image is the target and
already effectively binary, it is the database images that must be
made as close as possible to the binary query and not vice versa.
A solution to this problem is to convert each database image into
a set of different binary images corresponding to different per-
centages of black pixels between 0 and 100%. If sufficient bina-
ries are created, the binary query image will then be very similar
to one of these binaries for the original image. Ninety nine bi-
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Fig. 4. Fax images used in this experiment and their originals.

naries were created for each database image corresponding to
percentages of black pixels from 1 to 99 in steps of 1%.

However, the binaries do not need to be stored. Calculating
the feature vectors for the database involves calculating the
PWT for each of the binary images for each image in the data-

base. This is implementable since the PWT is a fast algorithm
and, more importantly, the feature vectors for each binary
image have only a relatively small number of coefficients.
During matching, for each database image, only one of the
sets of wavelet coefficients will be used in the comparison,
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namely the set associated with the same black pixel percentage
as found in the binary query image.

Since the PWT can be applied only on dyadic square images,
the binary images are all resized to 256 256. The resizing can
also be done before the binary conversion. The PWT algorithm
is applied and the image is decomposed into four sub-images
(LL, LH, HL and HH). The LL band is decomposed further
until the smallest sub-images are of size 4 4, i.e., six levels of
decomposition. This results in 19 different sub-images or sub-
bands.

Once the wavelet coefficients of a binary image are available,
features are computed from each sub-band, resulting in 19 fea-
tures for each binary image. The mean is the energy mea-
sure used to compute the features. Let the image sub-band be

while denotes the specific sub-band, is the
decomposition level and ,2,3,4 indicates the LL, LH, HL,
HH bands respectively, then is calculated by

where is the length of a particular sub-band . The feature
vector , for a particular binary image is therefore

The feature vectors for the database images will have
coefficients, although only 19 will be used for com-

parison in each retrieval task. The distance classifier used is the
Euclidean minimum distance. The distance between 2 features,

and , is given by

Once the distances are computed, the images will be retrieved
in order of increasing distance from the query image.

Experiments were conducted using as the query, each of the
20 genuine fax images with a range of qualities as the query,
and a database consisting of 1058 images of various types and
sizes, including the original images of the 20 fax images. The fax
images and their originals are shown in Fig. 4. The evaluation
is based on the ability of the algorithm to retrieve the original
image when the fax version of the original is used as the query.
The results for the fast QBLI algorithm in Table I show the re-
trieval position of the original image among the 1058 database
images, using Daubechies [15] family wavelets with 8 vanishing
moments as the wavelet bases. Fig. 5 shows an example of three
retrieval results using the fast QBLI algorithm.

Table I also shows the results obtained by using a basic query
by example retrieval with the same PWT features but calculated
from the raw query and database images without the initial bi-
narization stage. These are the sort of results one might expect
from a standard CBIR system without special algorithms for
special cases. It can be seen that the basic query by example
algorithm is particularly poor for these low quality queries, but
the retrieval results obtained using the fast QBLI algorithm are
very encouraging. All the original images are retrieved within
the top 5. This is a good result considering the poor quality of

TABLE I
RETRIEVAL RESULTS USING 20 FAX IMAGES ON A DATABASE OF 1058 IMAGES

TABLE II
COMPARISON OF COMPUTATION TIMES BETWEEN THE THREE ALGORITHMS

some of the fax images. The results suggest that the distances
between the fax images and their originals in our feature space
are very close and should still produce good results for a larger
image database. Different wavelet bases were also tested in this
experiment, and it was found that the choice of wavelet base
(Haar and Battle-Lemarie family [15]) has little effect on re-
trieval result. However the Daubechies wavelet gives a slightly
better result, probably because it is compactly supported in both
the time and frequency domain.

Table I also shows the results for the slow QBLI method. As
expected, the slow QBLI algorithm gives very good retrieval re-
sults. All the originals were returned as the first match, except
for one case only, which is because that particular fax image and
its original were of different object-to-background ratio, hence
resulting in rather dissimilar images after binarization. Table II
compares the average time taken for retrieving images from the
database of 1058 images with the basic PWT algorithm and the
slow and fast QBLI algorithms. The times are for a 700 MHz
Xeon processor. From Tables I and II it can be seen that the fast
QBLI algorithm almost equals the slow QBLI method in terms
of retrieval performance, but involves a much smaller computa-
tional load.

It is also important to note that the PWT algorithm applied
on binary images helps to minimize computation time. To sum
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Fig. 5. Fax images and their top six retrieved images.

up, it can be said that the fast QBLI method integrates the high
accuracy of the slow QBLI method with the low computational
load of the basic PWT method giving an effective approach to
query with low quality example.

The two approaches to query by low-quality image give very
good retrieval accuracy, although the speed of the fast QBLI
method makes it much more suitable for interactive use. The fast
QBLI method illustrates the importance of the wavelet-based
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(a) (b) (c) (d) (e)

Fig. 6. Crack classes: (a) spider-web, (b) circular, (c) rectangular, (d) unidirectional, and (e) random.

feature extractor in this application, where in PWT, we have
a very fast algorithm and compact feature vectors. These two
constraints are important in using the fast QBLI method where
multiple feature extractions as well as multiple feature vectors
are necessary for each database image. Other feature extraction
techniques are either slow or have large feature vectors.

Another important observation from this part of the project is
that although we used fax images in the evaluation, the method
proposed is an excellent way to search using low quality images
in general. This is shown by the fact that the basic PWT tech-
nique gives very poor retrieval accuracy when used in this kind
of problem and suggests that other standard feature extraction
methods will also fail to deliver a good performance if not ac-
companied by a tailored pre-processing stage.

E. Comments

These two retrieval algorithms are examples of the way in
which the general purpose CBR facilities were augmented with
tools for specific retrieval tasks. Other special purpose facilities
are also being developed, some of which are concerned specifi-
cally with the paint crack patterns (craquelure) which can occur
in paintings and which are of particular interest for conservation
and monitoring. In this context, a new algorithm has been de-
veloped [16] in order to process two unusual query types: “find
images with cracks like this image” and “find images with this
class of cracks”. The overall goal was to analyze sub-regions of
the images in order to classify the cracks in the paint layer into
one of a few classes [17]. Example classes are shown in Fig. 6.

We used a morphological top-hat operator [16] and adaptive
grid-based thresholding [20] to detect the cracks. After thinning,
the cracks are represented as chain code [21] and statistics gath-
ered on the crack segments. These include lengths, straight line
to actual length ratio (LTRL), directionality and orientation his-
togram [22].

Fig. 7 illustrates the result of a fuzzy k-means clustering of
two of these features. Cluster FKM2 represents cracks which are
very directional and straight for example. By combining cluster
scores for all the features a crack type score can be obtained. The
issue of scale is complex because an area of cracks can cover
very large areas of an image. Further details of this aspect of the
work can be found in [22].

IV. EXAMPLE OF CROSS COLLECTION SEARCHING

In Section II, we described how the integrated approach to
cross-collection searching has been implemented and in the pre-
vious section we concentrated on a description and evaluation
of two of the novel CBR algorithms. In this section we show by

Fig. 7. Results of fuzzy K-means clustering of two crack features. FKM1,2
show cluster centres.

example how seamless access to the multiple distributed collec-
tions is achieved. Fig. 8 shows a query combining image content
and metadata searching across the Victoria and Albert Museum
collection. The query uses the MCCV algorithm to find larger
images, labeled as “Photograph” and containing the specified
query as a sub-image. The results, in Fig. 9, show that the system
finds the photograph containing the query image as well as other
photographs containing similar features and colors.

In Fig. 10, the results of a second query are shown. Three
collections were specified to be searched and metadata values
were selected from a list showing only those terms which can
be mapped to fields in each of the selected collections. The uni-
fied results contain images returned from each of the selected
collections.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a system for seamless
cross-collection content and metadata based searching of
museum image collections. The development and use of new
and emerging standards have provided an effective approach to
interoperability. Novel special purpose algorithms developed
for handling particular aspects of art image retrieval have been
described and evaluated. It has been shown that the multi-scale
color coherence vector (MCCV) technique can provide ef-
fective sub-image retrieval and is also applicable when the
sub-image and target are captured at different resolutions.
The wavelet transform has formed the basis for a facility
for query by fax and by other low quality images, and work
has been presented on query by crack type. These, and other
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Fig. 8. Sample ARTISTE query.

Fig. 9. Sample ARTISTE query results.

Fig. 10. Sample ARTISTE cross collection query results.

specialist algorithms, combined with more traditional content
and metadata based facilities have been integrated into an
effective framework for cross-collection searching.

The work of the Artiste project is being continued under a
further European Project, Sculpteur, in which the database is
being extended to hold 3-D models of museum artefacts and the
system is being integrated with emerging semantic web tech-

nology to enrich the knowledge base on the collections from
the museums and galleries.
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